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Opponent’s Report on PhD Thesis:

“Artificial Intelligence Applied on Crypto-analysis Aimed on Revealing Weaknesses of Modern
Cryptology and Computer Security”, written by Eng. Jifi HoloSka

The dissertation theme is very interesting and high topical. The steganography is an art of invisible communication. Its goal
is to send a secret message without raising any suspicion that the communicating parties want to hide something. The goal of
the thesis is to use artificial neural nets to detect message in JPEG digital images hidden by means of steganography. The
author suggests and solves numerous challenging questions for a high-quality PhD thesis. The unquestionable novelty of the
dissertation work (written on 84 pages in 15 Chapters + 4 Appendixes on 33 pp. in English) is in the design of features used
as an input to the neural network. Unfortunately, extremely little space is devoted to this main novelty of the work.

The problem of this work lies in unjustified assumptions and in relatively incorrect experimental methodology. The author
should use state of the art methods. From time to time it seems that since authors are not aware of it, they detect differences
in quantization tables instead of steganographic attacks. Here, it has to be pointed out, that in most steganographic literature,
these problems are covered and experiments are designed such that "double-compression" during embedding is avoided. The
steganalytic method used in Section 9.6 is obsolete and it is not considered as a serious tools. These all could lead to results,
which are not credible always. The visual quality of the thesis is also poor. The author did not even bother to write tables of
his own results in consistent manner and not to use scanned tables only. Also plenty of typing errors and grammatical errors
suggest that author had finished the work in a hurry. It is not clear why spellchecker has not been used. Similarly, the
presented text and its structure should have been proof-checked prior to submission. - Overall, the quality of the dissertation
thesis is low relatively. Despite the new presented method might work, it is not described in sufficient detail and the
experimental methodology is not credible in all cases.

Reviewing the thesis was difficult for me because my expertise intersects with the thesis domain only in the area of Artificial
Intelligence and Cybernetics which I have long-time experience from the Intelligent Robotics and Artificial Life side mainly.
I feel to be an informed layman in Cryptology. Dr. Eng. Tomas Pevny (working now at the same Dept) studied this topic in
U.S.A. two years ago. He offered me that he will browse the thesis and will give me the opinion on it from the Modern
Cryptology and Computer Security Systems perspective. He did it and I am grateful for that. From this cooperation the
following observations, objections and questions have emerged. I believe you will respond to these problems fully.

e On page 17, and later on in Section 4.1.3, the author divides steganography into 3 classes. Why the source of this
division is not cited?

e State of the Art described extremely short on two pages (17+18) is obsolete. The last citation is from 2003! As a
consequence, several statements, most importantly that “Artificial Intelligence has not been used in steganalysis”, are
not correct. The use of machine learning algorithms, through mostly Support Vector Machines and Fisher Linear
Discriminant, is already well established within the field (state of the art steganalytical tools). Respond to these facts!

e The list of steganographic algorithms presented in Section 4.2 is out-of-date and it is not complete. Advanced
steganographic algorithms such as Model Based steganography, Jp Hide& Seek, MMX, nsF5, YASS are missing. Could
you describe some features of these advanced algorithms briefly?

e In short Section 6.2 you claim that steganographic algorithms changes quantization tables. Is it always true? When this
assertion is not valid?

e The Experimental Section does not describe used methodology in such details that would allow reproducing of
experiments. It is not clear, which quality factors were used during experiments, how cover and stego images were
created, etc. Under what assumptions you can repeat the experiment and achieve the same result?

e The presented method, which should be the core of the dissertation thesis, is described on three and half pages only
including 3 Figures and 1 Table. From the reviewed thesis it is absolutely not clear, how the method works and is in
contrast with “reproducibility of research” paradigm. Can you explain the used principles in more details step by step?



e The authors claim that they are able to detect 5 bytes long message hidden by F5 algorithm. 1 am almost 100% sure that
this is not possible. F5 algorithm uses powerful matrix embedding and my guess is that hiding 5 byte long message
changes less than 8 DCT coefficients. This is not detectable. Although Figures 8 in the thesis shows that more
coefficients are changed, this is caused by incorrect settings of the Experiment described above. Could you react on it?

¢ The used ANN topology is described by you on the page 48. I would like to ask you, whether you have had a specific
reason to choose a topology with two hidden layers? See: http://www_.heatonresearch.com/node/707

e The graph in Fig.1 on page 53 shows the course of training errors depending on the number of iterations. In which
iteration, i.e. on what basis, you decided to stop learning of ANN and use it for testing? (My query is valid for all
experiments performed by you!)

e  In which way was the data for training /testing divided? 1t seems that the network was trained on completely different
figures than on the figures upon which it was tested?

e Did you try to teach the ANN on a universal detector of the hidden messages? 1 mean to learn the network on some data
generated using all available algorithms, and then evaluate the success of the detector on unknown data (i.e. either a
modified image, or an image, modified by the used software)?

e Do you expect success in the detection of a situation where ANN was learned on data generated by several well-known
programs to detect pictures modified by a completely unknown program (i.c., when network  “did not see” it by
learning)?

e This would be very interesting to compare detections. It is quite missing in the whole dissertation. Could you present a
briefly comparison during defence of your dissertation?

e On page 69 you describe the best topology ANN found by you as the ANN with one neuron in the hidden layer. My
question is: Is a hidden layer needed in such case?

e What software was used for classification using ANN? (This information is also missing in the whole dissertation.)

My weaker expertise in this highly specialized thesis domain forced me to look more carefully the impact of the PhD
candidate’s research in the scientific community through his publications. Regarding publications of Ing Jiri Holoska, the list
of 14 items is relatively impressive. All titles were published during 3 years after his Diploma Thesis defending — since 2008.
I could conclude that the reviewed work did not have a significant impact to the research community till now. - But this
would not correspond to the reality! I can personally confirm that the author’s papers presented at some prestige international
conferences (as MENDEL 2009, ECMS 2010 and ECMS 2011) have always provoked great interest and their partial results
have been very positively evaluated by the professional audience. The main contribution and novelty of this thesis is
undoubtedly in the original design of features used as an input to the neural network. 1 have personal experience with
programming, so I admire huge amount of hard work that is described and explained by author of dissertation thesis
marginally only.

My decision about reviewed PhD thesis oscillated between giving the negative and positive assessment for a longer time. I
will be very open to the extensive discussion at the defence. 1 inclined to the positive decision finally.

Despite the many remarks above, Ing Jifi HoloSka has proved to be capable of solving new research problems. He has
demonstrated in his work the ability to perform an experimental research and find new solutions. Mr. Hologka’s Ph.D. thesis
satisfies conditions of the Czech Act 111/1998 and its Section 47, and therefore

1 recommend

his Ph.D. thesis to the State Committee to be presented and defended in the Technical Cybernetics study branch and, if the
defence is successful, to award him the academic title “Philosophicae Doctor”, abbreviated Ph.D.
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Examiner’s report of doctoral thesis

Author: Ing. Jiri HoloSka
Title: Artificial Intelligence Applied on Cryptoanalysis Aimed on Revealing
Weaknesses of Modern Cryptology and Computer Security

Examiner: Doc. RNDr. PaedDr. Eva Volnd, PhD.
University of Ostrava

Objectives of the thesis and their fulfilment

A given doctoral thesis concerns the issue of steganography detection using graphical
format as a carrier medium. The doctoral student chose programs - OutGuess, Steghide,
CipherAWT (F5 algorithm) and PQ, which included the steganographic content (hidden
messages) into figures. Whole detection is performed using artificial neural networks in
several different topologies. The chosen method can be considered as fully competent and it is
sufficient for purposes and objectives of the PhD thesis. This is about artificial neural
networks, which are included into the "softcomputing” area. It is possible to certify that the
topic of the thesis is up-to-date.

The given thesis has fulfilled its main objectives and contains a great effort that was
also reflected in the author’s publication activity.

Benefits in the field of knowledge

The thesis deals with the detection method based on artificial neural networks. Its
objective is to minimize or completely eliminate inaccuracies in classification. The research is
focused on the detection of hidden information in multimedia files, especially in images,
using some steganography method. The chosen methodology of data processing is one of the
author’s benefits. To achieve results presented in the work, author developed his own
software system. Experimental results bring a new view into the field of data processing using
neural networks.

A range and a the quality of author’s publications are satisfactory. In the years 2008-
2011, he published 14 articles in journals and at international conferences and workshops.

Benefits in the field of social practice

The author created an application, which demonstrates that the proposed method based
on artificial neural networks is suitable for detection of stenography content in images. It is
obvious that the proposal is based on good author’s knowledge and experience with an
implementation of similar problems in practice.

Formal arrangement

The doctoral thesis has 84 pages and four appendixes containing tables of
experimental results. Appendixes represent results of different settings of artificial neural
networks presented in the thesis.

The whole thesis is written in English. The thesis is written and structured in a logical
and well arranged way. Its text is presented at an appropriate level of expertise and it is
compact. [ have only comments on the quality of English. As regards the structure of thesis, it
contains an introduction, state of art, a description of using methods and an experimental



study. The proposed procedures and methodologies are supported by copious publications of
the doctoral student.

Questions and comments
I would appreciate more detailed state of art. I miss more references to current work.
Only a quarter from 49 cited items is less than 5 years old.

I have the following questions:
1 I miss a more detailed state of art. Could you briefly specify whether a given issue has
been solved by other softcomputing methods too?

2, One of the objectives of thesis was to test a successful rate of neural network detector
against the linear classification. Could you comment your achievements?

3. How did you set a neural networks topology in your experiments?

Conclusion

The submitted thesis fulfils the requirements for a doctoral thesis, both in terms of
theoretical - methodological level, so the usefulness in practice. The thesis contains the
original results.

I recommend the thesis to the defence before the relevant commission. Based on the
thesis, 1 suggest the academic and scientific degree "Doctor Philosophiae" (Ph.D.
abbreviation) to confer to Ing. Jifi Holoska after successfully defending of his thesis.

Ostrava, 17 October 2011 Doc. RNDr. PaedDr. Eva Volna, PhD.



Oponentni posudek diserta¢ni prace Ing. Jifiho HoloSky

wArtificial Intelligence Applied on Cryptoanalysis Aimed on Revealing
Weakness of Modern Cryptology and Computer Security“

Disertaéni prace Jifiho Holo3ky, jak nakonec napovida i jeji dlouhy nazev, se zaméfuje na
slaba mista v pocitadové bezpelnosti a zabyva se navrhem metod pro odhalovéni informaci
vloZenych do multimedidlnich souborech, zejména obrazcich, které pfi predavani maily
umoZiuji snadné a pfitom skryté pfedavani nezadoucim zplsobem zjiSt€nych nevefejnych
firemnich ¢i obchodnich informaci.

Vzhledem k zavaZnosti tématu v dnedni dobé je vyzkum v této oblasti aktudlni a souCasné
Ize konstatovat, Ze jednoznacné spada do okruhu problémii studovanych v oboru InZenyrska
informatika, pred jehoZ komisi doktorand svou préci pfedloZzil.

Prvnich sedm kapitol price je strunym popisem teoretickych zakladi zkoumané
problematiky, autor v nich vysvétluje steganografické metody pro vloZeni informace do
souboril, specidlng do obrazk® formatu .JPEG, a také principy neuronovych siti, které jsou
vyuzity k detekci. Zatimco u teorie steganografie doktorand zmitfiuje i jeji historii (pfiklady ze
starého Recka, uplatnéni steganografickych metod v 2. sv&tové vélce), neuronové sité, jejichz
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vyuZiti je pfitom t&Zistém disertace, pojednava velmi struéné aZz povrchné na tfech stranach
(str. 46-48).

Hlavnim vysledkem prace jsou kapitoly 8 az 10, které popisuji experimentédlni ast a
dosazené vysledky testil. Je tfeba v3ak ¥ici, Ze i zde nelze najit detailni informace o pouzitych
neuronovych sitich a jejich uceni. Popis je dosti povSechny, napt. bylo pouZito I az 20
neuronti ve skryté vrstvé a 9 kombinaci prenosové funkce neuronu. Je tieba ale fici, Ze
detek&ni schopnost implementovanych metod je u vSech &tyfech pouZitych programd
(OutGuess, Steghide, CipherAWT (F5 algorithm) a PQ) témé&f 100%-ni.

K praci mam n&kolik pfipominek:

e Neni zcela ziejmé, co je vlastnim pfinosem autora, protoZe vSechny jeho
publikace, z nichZ prace vychazi, jsou kolektivnim dilem vétsiho poctu autord.

e Vcilech prace na str. 10 autor uvadi, Ze se pokusi optimalizovat délku vstupd do
neuronové sité a sniZit jeji sloZitost. Neni jasné, co mysli délkou vstupii a k cemu
dospél. (Jde o redukei vstupniho vektoru trénovacich mnoZin pro neuronovou sit,
jak se o tom piSe na str. 747)

e Price je napsana v angli¢ting, autor si viak asi nezapnul jazykovy korektor,
protoZe jinak by musel fadu preklept odhalit. Jen namatkou né€kolik ptiklada
z uvodu textu: ,Informatinon misto ,Information na str. 13; obdobné& ,,belonge*
— ,belongs* — str. 17; ,descovering”“ — ,,discovering” — str. 17; ,proces™ —
sprocess* — str. 18; ,.can be use“ — ,,can be used” — str. 22, ,the program use
specific drivers” — ,the program uses ...“ — str. 27; ,, embbeding* a ,,.embeding*
misto ,,embedding* na str. 26; ,the secret data is compressed” — ,,... data are
compressed ... — str. 27, atd. Zarazejici je pak to, Ze ve vech tabulkach na str.
60-67 je uvedeno slovo ,.classification” ve zkomolené podob& ,,classificcaiton®,
aniz by si to autor viiml, coz nesv&d¢i o velké pozornosti zavéretné korektufe
textu.



Dotazy na disertanta:

1. MizZete blize popsat ucici algoritmus neuronové sité a jak je zvolena strmost sigmoidy
realizujici pfenosovou funkci neuronu?
2. Byly, resp. budou vase programy nasazeny i v praxi?

Zavér:

I ptes velmi Usporny vyklad je predloZena disertatni prace fundovanym dilem, které
kriticky hodnoti vyhody a nevyhody znidmych metod pfi feSeni konkrétnich problémi
odhalovani vynaSeni firemnich informaci, které maji charakter obchodniho tajemstvi.
Vyznamnym piinosem je realizani &4st prace, jejimZ vysledkem jsou Ctyfi programy
s velkou schopnosti detekovat skrytou informaci.

Domnivam se, e Ing. Jiti Holoska prokazal schopnost a pfipravenost k samostatné
ginnosti v oblasti vyzkumu a vyvoje, jeho disertatni prace splituje podminky § 47 Zakona
o vysokych 3kolach & 111/1998 Sb., jeji podstatné €asti byly publikovany (a také citovany)
na mezinarodnim foru, a proto ji

doporuéuji k obhajobé

pred komisi studijniho oboru InZenyrska informatika

V Brné dne 15. Ginora 2012

_ Prof. RNDr. Ing. Milo3 Seda, Ph.D.
Ustav automatizace a informatiky
Fakulta strojniho inZenyrstvi VUT v Brné



