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ABSTRAKT 

Tato práce se zabývá technologií AI pro obchodování s akciemi, konkrétně predikcí cen akcií. 

K predikci cen vybraných akcií (AAPL, MSFT, TSLA, META, GOOG) byly použity 

modely jako dlouhodobá - krátkodobá paměť, regresní a klasifikační feed forward 

neuronové síě, hluboké učení (hluboké posílení učení), a regresní model optimalizovaný 

pomocí metody rojení částic. V rámci této diplomové práce byly v praktické části 

výkonnosti různých modelů analyzovány, porovnány a prodiskutovány. Výsledky ukázaly, 

že model hlubokého učení poskytnul nejlepší výkon (s průměrným skóre 95 % R-squared) a 

model s klasifikační dopřednou neuronovou sítí byl nejhorší (s průměrným skóre přesnosti 

pouze 50 %). Také ostatní modely ukázaly velký potenciál pro předpovídání cen akcií, stejně 

jako model využívající optimalizátor optimalizaci rojem částic pak demonstroval výhodu 

automatického ladění hyperparametrů. Cílem je, aby tato práce přispěla k dalšímu výzkumu 

v oblastech AI, algoritmů, financí a informatiky. 

 

Klíčová slova: akcie, predikce, AI, neuronová síť, hyperparametr, optimalizátor 

 

ABSTRACT 

This thesis studied about the artificial intelligence (AI) technology for stock trading, 

specifically about stock price prediction. The long short-term memory neural network 

(LSTM), regression feed – forward neural network (RFFNN), classification feed – forward 

neural network (CFFNN), deep reinforcement learning (DRL) and the particle swarm 

optimization (PSO) optimized RFFNN (RFFNN-PSO) models were used to predict the 

AAPL, MSFT, TSLA, META, and GOOG stocks’ prices and the performance of the 

different models were analyzed, compared and discussed. The results showed the DRL 

model had the best performance (with average 95% R-squared score (R2)) and the CFFNN 

model had the poorest (with only average 50% accuracy score). Also, the LSTM and RFFNN 

showed the great potential to predict stock prices as well as the RFFNN-PSO model showed 

the advantage of auto-tuning hyperparameters. This study is expected to contribute to the 

further research of the fields in AI, algorithms, finance and computer science. 

 

Keywords: stock, prediction, AI, neural network, hyperparameter, optimizer 
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INTRODUCTION 

AI and machine learning (ML) have increasingly been applied to the domain of stock trading, 

with a growing body of research examining various techniques and methodologies. Several 

intelligent systems and AI techniques, including artificial neural networks (ANN), genetic 

algorithms, support vector machines, and ML, have been developed for decision support and 

complex automation tasks. ANN, in particular, have garnered significant attention due to 

their ability to analyze complex non-linear relationships between variables. However, the 

development of an accurate predictive model using AI and soft computing techniques for 

stock market prediction remains a challenge.[1] 

One notable development in the application of AI to stock trading is the OpenAI Gym 

Anytrading tool. This open-source platform provides a collection of reinforcement learning 

(RL) - based trading algorithms, aiming to facilitate the development and testing of such 

algorithms in the area of market trading. This is accomplished by implementing the 

algorithms on three Gym environments: TradingEnv, ForexEnv, and StocksEnv. These 

environments can aid in learning about stock market trends and provide powerful analysis 

for data-driven decisions. The tool is capable of handling real-world data, such as historical 

price data, and can train RL agents to make trading decisions based on this data. It's 

important to note that while the tool has shown promising results in simulated environments, 

its performance in real-world stock markets is yet to be fully evaluated. [2] 

In the context of recent research, there is still active exploration of various AI 

techniques for stock trading, with no one-size-fits-all solution. The selection of input data, 

optimization of parameter selections and model architectures, and the pre-processing of 

input data are key areas of focus in ongoing research.  

AI stock trading robot is the product of deep integration of AI innovation technology 

and stock trading. With the continuous development of science and technology, AI 

technology has been improved rapidly like never before. The securities trading industry is 

also ushering in profound changes, and the AI stock trading robot came into being in such a 

wave of the times. When it comes to AI stock trading robots, many people will think of 

AlphaGo in the Go world developed by Google. At that time, the man-machine battle 

between AlphaGo and the top human players attracted worldwide attention. In the first game, 

AlphaGo defeated Li Shishi with a total score of 4 to 1; With a total score of 3 to 0 against 
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the world's No. 1 Ke Jie, AlphaGo's crushing victory shocked all human beings and made us 

truly realize the power of AI. [3] 

The AI has such an overwhelming advantage over humans since the computing 

power of the human brain is very limited, so this study condenses a large amount of life 

experience into a state that does not need to be calculated from scratch. Yet the computer is 

not. The computer is always calculating from the beginning, calculating the probability of 

each step, and betting on the highest probability every time. Each calculation from the 

beginning is based on massive data resources. Thus, calculation beyond the experience and 

stereotypes of users, and a brand-new logic is calculated. 

More frighteningly, the next generation of AlphaGo, Alphazero, crushed AlphaGo 

100:0. The success of AI in the world of Go has aroused the deep expectation of human 

beings trying to obtain huge wealth through AI in the financial field.[4] 

With the continuous penetration of AI in various industries, people cannot help 

thinking about the cooperation and competition with robots in the future. Similarly, in the 

field of financial investment, robots trade stocks, will be a threat for fund managers to face 

the unemployment. At its peak in 2000, Goldman Sachs employed 600 traders at the U.S. 

cash stock trading desk at its New York headquarters, however by now, there are only two 

stock traders left "staying vacant".[5] 

In October 2017, AI Powered Equity ETF, the world's first AI-powered ETF, was 

listed on the New York Stock Exchange. AIEQ uses the cognition and big data processing 

of IBM's AI system to analyze and invest in US stocks. AIEQ works day and night 

throughout the year, analyzing more than 6,000 US-listed stocks at the same time, and 

analyzing millions of related announcement documents, financial reports, news and 

community articles every day. Use quantitative timing, quantitative stock selection, factor 

analysis, event-driven and other quantitative models to select stocks and continuously learn 

in depth.[6] 

AIEQ had a good performance and once beat the index. However, three years later, 

AIEQ still significantly underperformed Nasdaq, the S&P 500, and only slightly 

outperformed the Dow Jones Industrial Average. 
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According to Wind data, from its establishment on October 18, 2017 to October 17, 2020, 

AIEQ has risen by 28.7%. During the same period, the S&P 500 index rose by 36.12%, and 

the Nasdaq index rose by 76.21%. Less than half of Nasdaq. 

It is worth mentioning that although it is difficult to beat the index, it is still possible 

to beat the opponent. According to Wind data, among 1,715 US stock ETFs and mixed ETFs, 

AIEQ ranked 328th in terms of accumulative gains over the same period, beating 80.87% of 

its peers. 

Stock trading is very predictable based on the already existed indexes such as relative 

strength index (RSI), Stochastic oscillator (STOC), moving average convergence divergence 

(MACD), Bollinger Bands, Stochastic Index etc. also the trend of price increase and decrease 

is predictable and repeatable along with the time series. Such features are very suitable to be 

analyzed and predicted by AI technologies such as Neural Network (NN), Deep Learning 

(DL), ML, Datamining and Evolutionary Computation etc.  

This thesis uses NN, DL, ML, Datamining and Evolutionary Computation to analyze 

and predict the trend of stock price, compare, optimize the methods and algorithms. This 

thesis is divided into two main blocks. The first theoretical part introduces the conceptions 

of AI, NN, specifically LSTM, CFFNN, RFFNN, DRL and RFFNN – PSO. The second 

analysis part contains the description of detailed experiment procedures, results, analysis and 

discussion of LSTM, CFFNN, RFFNN, DRL and RFFNN – PSO price prediction. Our goal 

is to reach the high accuracy of the stock price prediction by using the stated methods and 

models and find out the best model for the stock price prediction with the highest accuracy.[7]  
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1 AI METHODOLOGIES  

AI methodologies refer to the various approaches, techniques, and algorithms used in AI to 

solve complex problems, make predictions, or simulate human intelligence in machines. In 

this study, the following AI methodologies were used:[8, 9, 10] 

ML: ML is an AI methodology that involves the development of algorithms that can 

learn from and make decisions or predictions based on data. These algorithms can improve 

their performance as they are exposed to more data over time. There are three main types of 

ML: supervised learning, unsupervised learning, and RL. 

DL: DL is a subset of ML that uses ANN with multiple layers (hence "deep") to 

model and understand complex patterns in datasets. It's particularly useful for tasks such as 

image and speech recognition. 

RL: RL is a type of ML where an agent learns to make decisions by taking actions in 

an environment to maximize some notion of cumulative reward. The agent learns from trial 

and error, receiving rewards or penalties for the actions it takes. 

NNs: NNs are a set of algorithms modeled loosely after the human brain, designed 

to recognize patterns. They interpret sensory data through a kind of machine perception, 

labeling, or clustering raw input. 

Swarm Intelligence: Swarm intelligence is a methodology based on the collective 

behavior of decentralized, self-organized systems, and is used in optimization problems. 

These methodologies can be used individually or combined to build complex AI 

systems. The choice of methodology depends on the specific problem that needs to be solved, 

the data available, and the desired outcome. 
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2 ARTIFICIAL NEURAL NETWORK 

ANNs are a type of computational model inspired by the structure and function of the human 

brain. They are composed of interconnected nodes or neurons that can process information 

and learn from data. ANNs have a rich history that spans several decades, with various 

breakthroughs, inventions, and applications. 

The earliest known precursor to ANN was the work of Warren McCulloch and Walter 

Pitts in the 1940s. They proposed a computational model of a neuron that could perform 

logical operations, known as the McCulloch-Pitts neuron. This work laid the foundation for 

the development of ANN as a computational paradigm.[11] 

In the late 1950s, Frank Rosenblatt developed the Perceptron, which was the first 

artificial neuron capable of learning from data. The Perceptron could be trained to classify 

inputs into two categories, and it was considered a significant breakthrough in the field of 

AI at that time.[12] 

In the 1960s and 1970s, researchers such as Marvin Minsky and Seymour Papert 

pointed out limitations in the Perceptron, showing that it could not learn complex patterns. 

This led to a period of reduced interest in ANN, known as the "AI winter."[13] 

In the 1980s, backpropagation, a widely used training algorithm for ANN, was 

invented by several researchers independently, including Paul Werbos, David Rumelhart, 

and Ronald Williams. This breakthrough made it possible to train ANN with multiple layers, 

also known as multi-layer perceptrons (MLPs), and paved the way for the resurgence of 

interest in ANN. 

Since then, ANNs have been extensively studied and applied in various fields. In the 

1990s and 2000s, researchers such as Geoffrey Hinton, Yoshua Bengio, and Yann LeCun 

made significant contributions to the field of DL, which involves training ANN with multiple 

hidden layers. DL has revolutionized fields such as computer vision, natural language 

processing, and speech recognition, achieving state-of-the-art performance in many 

tasks.[14] 

Numerous research institutions, laboratories, and universities have contributed to the 

advancements in ANN. For example, the University of Toronto, the University of Montreal, 

and the New York University's Center for Data Science have been at the forefront of DL 
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research. Industrial research labs, including Google Brain, Facebook AI Research (FAIR), 

and OpenAI, have also made significant contributions to the field.[15] 

The basic structure of an ANN consists of layers of interconnected nodes or neurons. 

Each neuron receives input from its connected neurons, applies an activation function, and 

produces an output that is passed to the next layer of neurons. The neurons are organized in 

layers, including an input layer, one or more hidden layers, and an output layer. The 

connections between neurons have associated weights that are learned during training, and 

these weights determine the strength of the connections. During training, ANN learn to 

adjust these weights to minimize the error between their predicted outputs and the actual 

outputs. The basic structure of an ANN (as shown in Figure 1 - 2), e.g. used Sigmoid 

activation function as shown in formula (1) and the procedures of calculating the outputs are 

shown in formula (2): [16] 

 

Figure 1 Basic structure of an ANN with 1 input layer (with 2 nodes), 1 output layer (with 

1 node) and 1 hidden layer (with 5 nodes) 1 

 

 
1 https://www.sololearn.com/learning/1094/3400/7717/1 

https://www.sololearn.com/learning/1094/3400/7717/1
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Figure 2 Each node in a layer has its own weights and bias values 2 

 

𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑥) =
1

1+𝑒−𝑥                                                   (1) 

𝑦 = 𝑓(𝑤1𝑥1 + 𝑤2𝑥2 + 𝑏) =
1

1+𝑒−(𝑤1𝑥1+𝑤2𝑥2+𝑏)                                (2) 

ANN have a rich history and have made significant contributions to the field of AI. From 

the early work of McCulloch and Pitts to the recent breakthroughs in DL, ANN have become 

a powerful tool for solving a wide range of complex problems. Researchers from various 

institutions and organizations have contributed to the advancements in ANN, and their 

applications continue to expand in areas such as computer vision, natural language 

processing, robotics, and healthcare, among others.[17] 

2.1 Long short – term memory neural network 

LSTM is a type of recurrent neural network (RNN) architecture that is specifically designed 

to address the vanishing gradient problem and capture long-term dependencies in sequential 

data. LSTMs were introduced by Sepp Hochreiter and Jürgen Schmidhuber in 1997 as an 

extension of the RNN model.[18] 

The history of LSTMs can be traced back to the early days of RNN, which were first 

proposed in the 1980s. RNN were designed to process sequential data by allowing 

information to persist in the network through recurrent connections. However, RNN were 

found to suffer from the vanishing gradient problem, where gradients become very small 

during training, leading to difficulties in capturing long-term dependencies in sequences. 

In 1997, Hochreiter and Schmidhuber proposed LSTMs as a solution to the vanishing 

gradient problem in RNN. LSTMs introduced a specialized memory cell that could store and 

update information over long sequences, making them capable of capturing long-term 

 
2 https://www.sololearn.com/learning/1094/3400/7718/1 

https://www.sololearn.com/learning/1094/3400/7718/1
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dependencies in data. LSTMs use a gating mechanism that allows them to control the flow 

of information through the cell, making them more robust in processing sequential data. 

 

Since the introduction of LSTMs, they have been widely studied and applied in various fields. 

Researchers and institutions from around the world have contributed to the advancements in 

LSTMs. For example, researchers from the University of Toronto, New York University, 

and the University of Montreal, including Geoffrey Hinton, Yoshua Bengio, and Yann 

LeCun, have made significant contributions to the field of DL, including the use of LSTMs 

in areas such as natural language processing, speech recognition, and time series analysis.[19] 

In recent years, there has been ongoing research on improving the architecture and 

performance of LSTMs. Variants of LSTMs, such as Gated Recurrent Units (GRUs) and 

Peephole LSTMs, have been proposed to further enhance their capabilities in capturing long-

term dependencies and processing sequential data. Additionally, there has been research on 

integrating LSTMs with other NN architectures, such as convolutional neural networks 

(CNNs) and attention mechanisms, to leverage their complementary strengths.[20] 

The basic structure of an LSTM consists of a memory cell and three gating 

mechanisms: the input gate, the output gate, and the forget gate. The input gate controls the 

flow of new information into the cell, the output gate controls the flow of information out of 

the cell, and the forget gate controls the flow of information that should be retained or 

forgotten from the cell's memory. The memory cell and gating mechanisms are 

interconnected through weighted connections, which are learned during training. This allows 

LSTMs to adaptively update and propagate information through sequences, making them 

well-suited for processing sequential data. The LSTM module structure is shown in the 

figure 3: [21] 
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Figure 3 LSTM module structure 3 

 

In summary, LSTMs are a type of RNN architecture that has been widely used for processing 

sequential data. They were introduced as a solution to the vanishing gradient problem in 

RNN and have been extensively studied and applied in various fields. Researchers from 

different institutions and organizations have contributed to the advancements in LSTMs, and 

ongoing research continues to improve their architecture and performance in applications 

such as natural language processing, speech recognition, and time series analysis. 

2.2 Classification feed-forward artificial neural network 

CFFNN, also known as MLPs, have a rich history that dates back to the pioneering work of 

McCulloch, Pitts, and Rosenblatt in the mid-20th century. These NNs, characterized by their 

ability to process input data in a forward direction without feedback connections, have been 

extensively researched and widely applied in various fields, making significant contributions 

to the field of AI.[22] 

The early developments in the field of feed-forward neural networks (FFNN) can be 

traced back to the seminal work of McCulloch and Pitts in 1943, who proposed the first 

 
3 https://www.researchgate.net/figure/General-scheme-of-an-Long-Short-Term-Memory-neural-networks-

LSTM-for-L-p-The_fig1_339120709  
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mathematical model of a neuron. This marked the foundation of the concept of an artificial 

neuron, which later led to Rosenblatt's Perceptron in 1958, the first practical implementation 

of a FFNN capable of learning from data. However, the limitations of the Perceptron, 

including its inability to learn nonlinear patterns, led to a decline in interest in NNs for a 

period of time.[23] 

It was not until the 1980s that the field of FFNN regained momentum with the 

introduction of the backpropagation algorithm by Werbos. This supervised learning 

algorithm enabled the training of deeper neural networks by efficiently computing the 

gradient of the error function with respect to the weights. This breakthrough paved the way 

for the development of deeper and more complex FFNN architectures, which later became 

the cornerstone of DL.[24] 

In recent years, there has been a resurgence of interest in FFNN, with extensive 

research being conducted by renowned institutions and organizations. For instance, 

researchers from Stanford University, MIT, Google Brain, and DeepMind have made 

significant contributions to the field, proposing novel architectures, activation functions, and 

regularization techniques to improve the performance of FFNN. These advancements have 

led to breakthroughs in various applications, including image recognition, natural language 

processing, speech recognition, and recommendation systems, among others.[25] 

The basic structure of a FFNN typically consists of an input layer, one or more hidden 

layers, and an output layer. Each layer is composed of interconnected neurons, which receive 

inputs, compute a weighted sum, and pass the result through an activation function to 

produce an output. The outputs of neurons in one layer serve as inputs to the next layer, and 

this process continues until the final output layer is reached. During training, the weights of 

the connections between neurons are iteratively adjusted using backpropagation, which 

involves updating the weights based on the gradient of the error between the predicted output 

and the ground truth. The examples of a shallow FFNN and a Deep FFNN (D-FFNN) are 

shown in the figure 4: [26] 



TBU in Zlín, Faculty of Applied Informatics 21 

 

 

 

Figure 4 (A)Shallow FFNN. (B) D-FFNN 4 

 

FFNNs have a rich history and have been extensively researched and applied in various 

fields of AI. They have been developed and improved by researchers from different 

institutions and organizations, with significant advancements in architecture, activation 

functions, and training algorithms. The ongoing research in the field continues to drive the 

advancement of FFNN and their applications in diverse domains. 

2.3 Regression feed-forward artificial neural network 

RFFNN, also known as function approximators, are a type of ANN that is designed to model 

the relationship between input variables and continuous output variables. They are primarily 

used for solving regression problems, where the goal is to predict a numerical value based 

on input features. RFFNN typically consist of an input layer, one or more hidden layers, and 

an output layer. Each layer is composed of interconnected neurons or nodes, which process 

the input data through weighted connections and apply activation functions to produce the 

output. 

One of the key differences between RFFNN and CFFNN is in their output layer. 

While regression ANN have a single output node that produces a continuous output value, 

classification ANN have multiple output nodes that produce discrete class labels. The 

activation function used in the output layer of a regression ANN is typically a linear function, 

while classification ANN often use nonlinear activation functions such as sigmoid or 

 
4 https://www.researchgate.net/figure/Two-examples-for-Feedforward-Neural-Networks-A-A-shallow-

FFNN-B-A-Deep_fig3_339578120 
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softmax. The differences between regression and classification are as shown in the Figure 

5:[27] 

 

Figure 5 The differences between regression and classification 5 

 

The early development of RFFNN focused on the mathematical foundations and architecture 

of the network. In the 1980s, researchers such as Geoffrey Hinton, David Rumelhart, and 

Ronald Williams made significant contributions to the field by proposing backpropagation 

algorithms, which allowed for efficient training of ANN. These algorithms enabled the 

optimization of the network weights based on the error between the predicted and actual 

output values, improving the accuracy of regression predictions.[28] 

Another significant advancement in the early years of RFFNN was the introduction 

of different activation functions, such as the sigmoid and hyperbolic tangent (tanh) functions, 

which helped to model complex nonlinear relationships between input and output variables. 

Additionally, researchers explored various network architectures, including different 

numbers of hidden layers, nodes, and connectivity patterns, to improve the performance of 

regression ANN.[29] 

RFFNN have found widespread applications in various fields, including finance, 

healthcare, engineering, and social sciences. In finance, regression ANN are used for 

predicting stock prices, estimating risk in investments, and modeling financial time series 

data. In healthcare, they are used for predicting disease outcomes, analyzing medical data, 

and optimizing treatment plans. In engineering, regression ANN are used for predicting 

 
5 https://www.researchgate.net/figure/Classification-vs-Regression_fig2_350993856 
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equipment failure, optimizing processes, and designing products. In social sciences, they are 

used for predicting human behavior, analyzing social data, and modeling economic trends. 

One of the advantages of RFFNN is their ability to model complex nonlinear 

relationships in data, which makes them suitable for applications where traditional statistical 

methods may not be effective. Additionally, regression ANN can handle large amounts of 

data and are capable of learning from vast datasets, making them well-suited for big data 

applications. They can also be combined with other ML techniques, such as ensemble 

methods, to further improve their predictive accuracy. 

RFFNN have come a long way since their early inception, with significant 

advancements in their architecture, training algorithms, and activation functions. They have 

found widespread applications in various fields due to their ability to model complex 

nonlinear relationships in data and handle large amounts of data. Despite their success, 

ongoing research continues to explore further improvements and advancements in the field 

of RFFNN, opening up new possibilities for their applications in the future.[30] 



TBU in Zlín, Faculty of Applied Informatics 24 

 

 

3 DEEP REINFORCEMENT LEARNING 

One of the pioneering works in DRL for stock trading was the Deep Q-Network (DQN) 

algorithm proposed by Volodymyr Mnih, et al., from Google DeepMind in 2013. This 

groundbreaking research combined Q-learning with deep neural networks and demonstrated 

the potential of DRL in achieving human-level performance in playing Atari games from 

raw pixel inputs. This work was published in the prestigious journal Nature, showcasing the 

significance of the early invention of DRL. 

Since the early invention of DRL, several notable breakthroughs have been made by 

prominent researchers and institutions. E.g., RNN and transformer-based models have been 

integrated into DRL by researchers from top institutions such as Stanford University, 

Carnegie Mellon University, and MIT, enabling agents to capture sequential and temporal 

dependencies in time-series data, such as stock prices.[31] 

Furthermore, advancements in model-free algorithms, such as Proximal Policy 

Optimization (PPO) proposed by John Schulman, et al., from OpenAI, and Soft Actor-Critic 

(SAC) introduced by Tuomas Haarnoja, et al., from University of California, Berkeley, have 

improved the stability and sample efficiency of DRL algorithms, making them more suitable 

for real-world applications.[32] 

Integration of domain knowledge and expert insights into DRL has also been a 

significant area of research. Techniques such as transfer learning, domain adaptation, and 

model-based RL have been proposed by researchers from institutions such as Stanford 

University and Harvard University, to leverage prior knowledge from related tasks or 

domains, which can accelerate the learning process and improve the performance of DRL 

agents in new environments, including stock trading. 

The DRL model, is a type of an ANN that combines RL with DL techniques. It is 

designed to learn optimal actions in an environment with sparse feedback, such as stock 

trading, by maximizing a cumulative reward signal. 

The architecture of a DRL model typically consists of multiple layers of 

interconnected neurons that process input features, such as historical stock prices, technical 

indicators, or other relevant data, and output actions, such as buy, sell, or hold signals. The 

model is trained using historical data and RL algorithms to optimize its action selection 

policy. 
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DQN: The DQN model, proposed by Google DeepMind, is a pioneering DRL 

algorithm that combines Q-learning with deep neural networks. It uses a form of Q-learning, 

where the model learns to estimate the expected future rewards for different actions in a 

given state. The DQN model is trained to minimize the difference between its predicted Q-

values and the actual rewards obtained from the environment. The DQN model is shown in 

the figure 6:[33] 

 

Figure 6 DQN model 6 

 

 
6 https://www.researchgate.net/figure/DQN-based-DeepReinforcement-Learning-

architecture_fig3_357818323 

https://www.researchgate.net/figure/DQN-based-DeepReinforcement-Learning-architecture_fig3_357818323
https://www.researchgate.net/figure/DQN-based-DeepReinforcement-Learning-architecture_fig3_357818323


TBU in Zlín, Faculty of Applied Informatics 26 

 

 

4 PARTICLE SWARM OPTIMIZATION 

PSO is an optimization technique inspired by the collective behavior of social organisms. It 

involves a population of particles moving through a problem's search space, each 

representing a potential solution. The particles adjust their positions and velocities based on 

their personal best and the global best solution found by the swarm, taking into account 

parameters such as the inertia weight, cognitive component, and social component. Through 

iterative updates, PSO dynamically explores the search space by adjusting these parameters, 

balancing exploration and exploitation to converge towards an optimal solution. Its ability 

to efficiently handle complex and multimodal problems makes it a powerful optimization 

algorithm. [34] 

PSO has emerged as a powerful optimization algorithm that has been integrated with 

various ANN architectures, including LSTM, FFNN, and DRL models, for stock trading 

applications. 

The early inventions and applications of PSO in combination with ANN can be 

attributed to the pioneering works of researchers from different institutions. For instance, Dr. 

Jun Wang from the Chinese University of Hong Kong proposed the PSO-LSTM ANN in 

2015, which combined the sequential modeling capabilities of LSTM with the global 

optimization ability of PSO for stock market prediction tasks. Similarly, Dr. Y. Shi from the 

University of Stirling proposed the PSO-FFNN in 2001, which used PSO to optimize the 

weights and biases of a FFNN for stock price forecasting.[35] 

In recent years, there have been significant advancements in the research and 

application of PSO in combination with ANN for stock trading. Researchers from renowned 

institutions such as Stanford University, MIT, and Carnegie Mellon University have made 

breakthroughs in developing novel PSO-based optimization approaches for stock trading. 

For example, Dr. G. Zhang from Stanford University proposed a modified version of PSO 

with adaptive inertia weights for optimizing the hyperparameters of LSTM in 2018[36], 

which showed improved performance in predicting stock prices. Dr. J. Li from MIT 

proposed a hybrid approach combining PSO and DRL for optimizing the hyperparameters 

of deep neural networks in 2019, which showed promising results in RL -based stock trading 

strategies.[37] 

The current research and breakthrough in PSO-based optimization of ANN for stock 

trading involve developing more sophisticated variants of PSO, such as quantum-inspired 
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PSO, chaotic PSO, and hybrid PSO, to further enhance the optimization performance. 

Additionally, researchers are exploring the integration of PSO with other optimization 

algorithms and techniques, such as genetic algorithms, differential evolution, and ensemble 

methods, to create more powerful hybrid optimization approaches for stock trading. 

Furthermore, there is ongoing research in using PSO for optimizing other types of NNs, such 

as CNNs for image recognition and RNN for time-series analysis in stock trading.[34, 38] 

The typical PSO-ANN model consists of an optimization algorithm called PSO that 

optimizes the weights and biases of an ANN. The ANN is composed of input, hidden, and 

output layers, and it processes the input data to generate predictions. The PSO algorithm 

updates the weights and biases of the ANN based on a fitness function that evaluates the 

performance of the ANN using training data. The model also includes data preprocessing, 

model evaluation metrics, hyperparameter tuning, and deployment of the trained model for 

real-world applications. The PSO-ANN model combines the optimization capabilities of 

PSO with the learning capabilities of ANN to create a powerful and adaptive model for 

solving optimization problems in various domains. The PSO-ANN model is shown in the 

following figure 7:[39]  
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Figure 7 PSO-ANN model 7 

 

 
7 https://www.researchgate.net/figure/Flow-chart-of-PSO-ANNs-model_fig3_268872895 



TBU in Zlín, Faculty of Applied Informatics 29 

 

 

  ANALYSIS 

 



TBU in Zlín, Faculty of Applied Informatics 30 

 

 

5 EXPERIMENT DESIGN 

This thesis used AI technologies such as LSTM, CFFNN, RFFNN, DRL and RFFNN-PSO 

for stock trading (mainly about the stock price prediction).   

Historical stock data for the stocks of interest (AAPL, MSFT, TSLA, META, GOOG) 

was collected using the yfinance library in Python, from the start of 2016 until the end of 

2021. The collected data included daily opening price, closing price, highest price, lowest 

price, and volume for each stock, as well as the calculated technical indicators (moving 

averages, RSI, MACD, STOC) based on the stock prices by pandas_ta library functions. 

The collected stock data was preprocessed using the pandas, numpy and sklearn 

libraries in Python. This involved cleaning and handling missing data, converting data types, 

and normalizing the numerical data. The data was also split into training and testing sets, 

with a split of 80%/20% respectively, except for the previous data processing procedures, 

the afterwards data processing methods are different according to the different models to 

train and evaluate. The afterwards data processing procedures are stated in the following 

data processing subchapters within each model experiment chapter. 

The whole experiment includes 5 sections according to the 5 models: LSTM, CFFNN, 

RFFNN, DRL and RFFNN-PSO predictions of stocks’ prices and statistical analysis for each. 

The selected dataset length is 1510 and the size is 0.26 megabyte. For each model, there are 

5 resulted figures of the AAPL, MSFT, TSLA, META, GOOG stock price prediction versus 

real price respectively. LSTM, CFFNN, RFNN are all ANNs only different types of layers, 

input data types(different data processing methods), and different activation function 

selections). DRL and RFFNN-PSO are different from ANN, apart from the DQN and 

RFFNN, DRL also used RL method and RFFNN-PSO also used PSO, so in the experiment, 

the DRL and RFFNN-PSO are in different chapters separated from ANN (contains LSTM, 

CFFNN, RFFNN). The detailed data organization, evaluated results and comparison results 

are shown in the following chapters. The libraries used in the research are listed in the 

following Table 1: 
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Table 1 Libraries and their versions 

Library Version 

yfinance 0.2.18 

pandas 2.0.1 

pandas_ta 0.3.14b 

numpy 1.24.3 

datetime 3.10.0 

matplotlib 3.6.2 

tensorflow 2.12.0 

keras 2.7.0 

sklearn 1.0.1 

sys 3.10.0 

pyswarm 0.9 

gym 0.21.0 

stable_baselines3 1.4.0 

copy 3.3.3 
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6 ARTIFICIAL NEURAL NETWORK 

The utilization of AI in stock trading has garnered significant attention in recent years due 

to its potential to enhance trading strategies and yield higher returns. LSTM, CFFNN, and 

RFFNN emerged as popular approaches for stock prediction, owing to their ability to capture 

intricate patterns and dependencies in time-series data. In this master thesis, the application 

of LSTM for stock prediction was investigated using Python, with a specific focus on stocks 

such as AAPL, MSFT, TSLA, META, and GOOG. The yfinance library, which provided 

access to Yahoo Finance data, was leveraged to gather historical stock data, encompassing 

opening price, closing price, highest price, lowest price, volume, and various technical 

indicators including moving averages, RSI, STOC, and MACD. Data manipulation, 

visualization, and model training were carried out using commonly used Python libraries 

such as pandas, pandas_ta, datetime, matplotlib.pyplot, numpy, tensorflow, tensorflow.keras, 

copy, sklearn etc. The relevant formulas for model implementation and optimization were 

also included in this study including (3) RSI (RS=Average of 14 days’ closes UP/Average of 

14 days close DOWN), (4) Simple moving average (SMA), (5) Weighted moving 

averages(WMA), (6) Exponential moving average (EMA) (C is the closing price of the time 

interval, w is the weight), (7) MACD, (8) Channel (t: time; xt1, xt2: two highest(or lowest) 

prices in out time window; t1<t2), (9) STOC (C: closing price; L14: the low of the 14 previous 

intervals; H14: the high of the 14 previous intervals; k: moving average):[40] 

  𝑅𝑆𝐼 = 100 − (100/(1 + 𝑅𝑆))                                              (3) 

 

𝑆𝑀𝐴 =
1

𝑛
∑ 𝑥𝑖

𝑛
𝑖=1                                                        (4) 

 

𝑊𝑀𝐴 =
1

𝑛
∑ 𝑥𝑖 𝑤𝑖

𝑛
𝑖=1                                                    (5) 

 

𝑤 = 2/(𝑛 + 1) 

𝐸𝑀𝐴0 = (𝐶 − 𝑆𝑀𝐴). 𝑤 + 𝑆𝑀𝐴 

  𝐸𝑀𝐴𝑖 = (𝐶 − 𝐸𝑀𝐴𝑖−1). 𝑤 + 𝐸𝑀𝐴𝑖−1                                                             (6) 

 

  𝑀𝐴𝐶𝐷 = 𝐸𝑀𝐴12 − 𝐸𝑀𝐴26                                                                      (7) 

 

𝑥 − 𝑥𝑡1 = ((𝑥𝑡1 − 𝑥𝑡2)/(𝑡1 − 𝑡2)). (𝑡 − 𝑡1)                                      (8) 

 

      𝐾 = 100. (𝐶 − 𝐿14)/(𝐻14 − 𝐿14) 

𝐷 =
1

3
∑ 𝑘𝑖

3
𝑖=1                                                         (9) 
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6.1 Long short – term memory neural network 

6.1.1 Data Preprocessing: 

The collected stock data was preprocessed using the pandas, numpy and sklearn libraries in 

Python. This involved cleaning and handling missing data, converting data types, and 

normalizing the numerical data. The data was also split into training and testing sets, with a 

split of 80%/20% respectively, to train and evaluate the LSTM model. 

6.1.2 Feature Engineering: 

Additional features were engineered from the raw stock data, including the technical 

indicators such as moving averages, RSI, MACD, and STOC. These features were used as 

input factors for the LSTM model to capture relevant market trends and patterns. 

6.1.3 Model Architecture: 

The LSTM model was implemented using the tensorflow.keras library in Python. The model 

consisted of multiple LSTM layers with dropout regularization (0.2) to prevent overfitting. 

Dense layers were also included for model output and activation functions (tanh for LSTM 

layers and linear activation function for the Dense layer) for nonlinear transformations. The 

architecture of the LSTM model was optimized through experimentation and 

hyperparameter tuning. 

 

6.1.4 Model Training: 

The LSTM model was trained using the training set and a batch processing approach, a 

stochastic optimization algorithm (Adam optimizer) was used to optimize the model weights 

based on the mean squared error (MSE) loss function. Various training techniques such as 

early stopping, learning rate scheduling, and model checkpointing were used to enhance 

model performance and avoid overfitting. 

6.1.5 Model Evaluation: 

The LSTM model was evaluated using the testing set, which contained unseen data. The 

model performance was assessed based on various metrics such as MSE, Mean Absolute 

Error (MAE), Mean Absolute Percentage Error (MAPE), R2.  
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6.1.6 Results and Analysis: 

The results obtained from the LSTM model were analyzed and interpreted. Visualizations 

of predicted stock prices compared with real stock prices, MSE, MAE, MAPE, R2 were 

presented. The strengths and limitations of the LSTM model were also discussed as 

follows:[41, 42, 43] 

 

Figure 8 AAPL stock price LSTM prediction 

 

 

Figure 9 MSFT stock price LSTM prediction 
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Figure 10 TSLA stock price LSTM prediction 

 

 

Figure 11 META stock price LSTM prediction 

 

 

Figure 12 GOOG stock price LSTM prediction 
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Table 2 LSTM statistical analysis 

 MSE MAE MAPE R2 

AAPL 0.0018  0.0303 0.038 0.7844 

MSFT 0.0048  0.0531 0.0634 0.7184 

TSLA 0.012 0.0846 0.123 0.3195 

META 0.0016 0.0336 0.0418 0.9033 

GOOG 0.0016 0.0321 0.0389 0.9442 

 

As can be seen from the Figure 8 – 12 and Table 2, the LSTM model has demonstrated its 

robust potential in the realm of stock price prediction, as evidenced by the assessment of 

AAPL, MSFT, TSLA, META, and GOOG stocks from 2016-01-01 to 2021-12-31. 

Most notably, the LSTM model showed superb performance with META and GOOG 

stocks. The high R2 of 0.903 and 0.944, respectively, testify to the model's effectiveness in 

capturing the essential trends and patterns for these two stocks. This efficiency suggests that 

the LSTM model can interpret approximately 90.3% and 94.4% of the variance in META 

and GOOG stock prices, respectively, a feat of significance in the unpredictable domain of 

stock market prediction. 

The LSTM model also demonstrated commendable performance for AAPL and 

MSFT stocks, although the R2 were slightly lower than for META and GOOG. Yet, with 

R2 of 0.784 and 0.718, respectively, it can be inferred that the model was still proficient at 

interpreting around 78.4% and 71.8% of the variance in AAPL and MSFT stock prices. 

While the model's performance was somewhat lower for TSLA, with an R2 of 0.319, 

this result does not diminish the overall achievement of the LSTM model. It could still 

decipher around 31.9% of the variance in TSLA stock prices, which is appreciable 

considering the intricacy of stock price trends. 

Moreover, all stocks showed relatively low MAPE, ranging from approximately 3.8% 

to 12.3%. This indicates that the LSTM model's predictions closely adhered to the actual 

stock prices, underscoring the model's robustness. 

All in all, the LSTM model demonstrates great promise in stock price prediction. Its 

successful application to a diverse array of stocks, as exemplified by this study, reveals its 
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potential to enhance investment strategies by providing accurate and timely predictions of 

stock price movements. Although used here as a standalone predictor, its integration with 

other tools and strategies would undoubtedly contribute to a more comprehensive, robust, 

and effective investment approach. 

6.2 Classification feed-forward artificial neural network 

6.2.1 Data Preprocessing: 

Similar as the LSTM data processing, the collected stock data was preprocessed using the 

pandas, numpy and sklearn libraries in Python. This involved cleaning and handling missing 

data, converting data types, and normalizing the numerical data. The stock price data was 

also converted into categorical labels based on a predefined threshold. For example, a stock 

was labeled as "1" if the closing price increased by a certain percentage, and "0" if it 

decreased or remained unchanged. This allowed for classification tasks using a FFNN. The 

data was also split into training and testing sets, with a split of 80%/20% respectively, to 

train and evaluate the CFFNN model. 

6.2.2 Feature Engineering: 

Similar to the LSTM approach, additional features were engineered from the raw stock data, 

including the technical indicators such as moving averages, RSI, MACD, and STOC. These 

features were used as input factors for the FFNN to capture relevant market trends and 

patterns. 

6.2.3 Model Architecture: 

The CFFNN was implemented using the tensorflow.keras library in Python. The model 

consisted of multiple fully connected (dense) layers with activation functions (ReLu and 

Sigmoid) for nonlinear transformations. The architecture of the model was optimized 

through experimentation and hyperparameter tuning, including the number of layers, number 

of neurons per layer, and choice of activation functions. 

6.2.4 Model Training: 

The CFFNN was trained using the training set. The model was trained using a batch 

processing approach, where the model weights were optimized (Adam optimizer) based on 
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the binary_crossentropy loss function. Techniques such as dropout regularization (0.2) were 

used to enhance the model's performance and avoid overfitting. 

6.2.5 Model Evaluation: 

The CFFNN model performance was assessed based on the accuracy and confusion matrix.  

6.2.6 Results and Analysis: 

The results obtained from the CFFNN were analyzed and interpreted. The performance 

metrics were presented, along with visualizations of predicted stock labels, accuracy and 

confusion matrix. The strengths and limitations of the approach were discussed as follows:[7, 

44, 45] 

 

Figure 13 AAPL stock price movement prediction in CFFNN 

 

 

Figure 14 MSFT stock price movement prediction in CFFNN 
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Figure 15 TSLA stock price movement prediction in CFFNN 

 

 

Figure 16 META stock price movement prediction in CFFNN 

 

 

Figure 17 GOOG stock price movement prediction in CFFNN 



TBU in Zlín, Faculty of Applied Informatics 40 

 

 

 

Table 3 CFFNN statistical analysis 

 Accuracy Confusion Matrix 

AAPL 0.5 [[58 74] [67 83]] 

MSFT 0.5461  [[12 122] [6 142]] 

TSLA 0.5355 [[24 100] [31 127]] 

META 0.5319 [[28 113] [19 122]] 

GOOG 0.5638 [[0 122] [1 159]] 

 

According to the Figure 13 – 17 and Table 3, the implementation of the CFFNN model was 

evaluated for predicting the price movement of several prominent stocks, including AAPL, 

MSFT, TSLA, META, and GOOG, spanning the period from 2016-01-01 to 2021-12-31.  

The most successful prediction was for GOOG stock, which achieved an accuracy of 

56.38%. Despite not predicting any of the downward movements correctly (as indicated by 

the zero in the top left of the confusion matrix), it correctly predicted almost all of the upward 

movements, resulting in a higher overall accuracy. 

The next best prediction was made for MSFT stock, which achieved an accuracy of 

54.61%. Although the model struggled to accurately predict downward price movements, it 

had a strong performance in predicting upward trends, resulting in a relatively high accuracy 

score. 

Similar results were obtained for TSLA and META stocks, with accuracy scores of 

53.55% and 53.19%, respectively. The confusion matrices for both of these stocks show a 

modest balance in predicting both upward and downward price movements. 

AAPL stock had the lowest accuracy score at 50%. The model's predictions were 

evenly split between correct and incorrect, indicating that it performed no better than random 

guessing. 

 

The strength of the CFFNN model lies in its simplicity and ease of implementation. This 

type of model can efficiently learn from data features and make predictions based on those 
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learnings. Furthermore, it can adapt to non-linear data, a common characteristic of stock 

price trends. 

However, the limitations of this model are also evident from these results. The 

model's prediction accuracy for all the analyzed stocks is just above or close to 50%, 

suggesting that it is not highly effective for this particular problem. This outcome could be 

due to various factors such as the model's inability to capture temporal dependencies in the 

data, the presence of noise in the stock market data, or the model's inability to take into 

account external factors affecting the stock prices. 

6.3 Regression feed-forward artificial neural network 

6.3.1 Data Preprocessing: 

The collected stock data was preprocessed using the pandas, numpy and  sklearn libraries in 

Python. This involved handling missing data, converting data types, and normalizing the 

numerical data. The stock price data was also converted into numerical labels by calculating 

the percentage change in closing price from the previous day, which was used as the target 

variable for regression tasks. 

6.3.2 Feature Engineering: 

Additional features were engineered from the raw stock data, including the technical 

indicators such as moving averages, RSI, MACD, and STOC. These features were used as 

input factors for the RFFNN to capture relevant market trends and patterns. 

6.3.3 Model Architecture: 

The RFFNN was implemented using the tensorflow.keras library in Python. The model 

consisted of multiple fully connected (dense) layers with activation functions (ReLu and 

linear activation functions) for nonlinear transformations. The architecture of the model was 

optimized through experimentation and hyperparameter tuning, including the number of 

layers, number of neurons per layer, and choice of activation functions. 
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6.3.4 Model Training: 

The RFFNN was trained using the training set. The model weights were optimized (Adam 

optimizer) based on the MSE loss function, as regression tasks aimed to minimize the 

prediction error.  

6.3.5 Model Evaluation: 

The trained RFFNN model performance was assessed based on metrics such as MSE, MAE, 

MAPE, R2.  

6.3.6 Results and Analysis: 

The results obtained from the RFFNN were analyzed and interpreted. The performance 

metrics, visualizations of predicted stock prices compared with real stock prices, MSE, MAE, 

MAPE, R2 were presented. The strengths and limitations of the RFFNN model were also 

discussed as follows:[32, 46, 47, 48] 

 

Figure 18 AAPL stock price prediction in RFFNN 
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Figure 19 MSFT stock price prediction in RFFNN 

 

 

Figure 20 TSLA stock price prediction in RFFNN 

 

 

Figure 21 META stock price prediction in RFFNN 
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Figure 22 GOOG stock price prediction in RFFNN 

 

 

Table 4 RFFNN statistical analysis 

 MSE MAE MAPE R2 

AAPL 0.0003  0.0145 0.0194 0.9613 

MSFT 0.0004 0.0126 0.0156 0.9796 

TSLA 0.0085 0.0632 0.0912 0.546 

META 0.0001 0.0072 0.0096 0.9935 

GOOG 0.002 0.0353 0.0417 0.9359 

 

As shown in the Figure 18 – 22 and Table 4, the RFFNN model was applied to predict the 

prices of prominent stocks, including AAPL, MSFT, TSLA, META, and GOOG, during the 

period from 2016-01-01 to 2021-12-31.  

 

The model achieved significant results, as reflected by the R2. META stock price prediction 

obtained the highest R2 at 0.993, suggesting that the model could explain approximately 

99.3% of the variance in the real META stock price. This outstanding performance can be 

credited to the model's ability to effectively learn from the underlying patterns and trends in 

the data.  
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MSFT and AAPL stock price predictions also had high R2 of 0.979 and 0.961, 

respectively, indicating that the model was highly effective in explaining the variations in 

these stock prices. Moreover, the MAPE for both stocks were quite low, signifying precise 

predictions. 

Although the model achieved a decent R2 of 0.935 in predicting the GOOG stock 

price, it had a slightly higher MAPE, suggesting a greater average deviation from the actual 

stock price. 

The model's performance was least impressive when predicting the TSLA stock price, 

as indicated by a lower R2 of 0.546 and a higher MAPE. This may be attributed to TSLA's 

higher price volatility compared to the other stocks. 

The strengths of the RFFNN model are evident in these results. The model efficiently 

handles complex non-linear relationships between variables and can model an arbitrary 

mapping of inputs to outputs, which is beneficial when dealing with stock price prediction. 

However, there are certain limitations to using this model. Firstly, it does not account 

for the temporal nature of the data, which can be crucial in time-series prediction tasks like 

stock price forecasting. Secondly, it might overfit the data, especially when there are many 

layers and neurons. Furthermore, it does not inherently account for other factors that may 

influence stock prices, such as macroeconomic indicators, company financials, or market 

sentiment. 
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7 DEEP REINFORCEMENT LEARNING 

The effectiveness of DRL for stock trading was investigated in this study. The methodology 

built on previous approaches and extended the analysis to incorporate DRL techniques in 

Python using the gym and the stable_baselines3 libraries, along with other necessary 

libraries such as pandas, pandas_ta, datetime, matplotlib.pyplot, numpy, tensorflow, 

tensorflow.keras, sklearn and copy. 

7.1 Data Preprocessing: 

The collected stock data was preprocessed using pandas, numpy and  sklearn libraries in 

Python, including handling missing data, converting data types, and normalizing numerical 

data. The percentage change in closing price from the previous day was calculated and used 

as the target variable for RL tasks. 

7.2 Feature Engineering: 

Additional features were engineered from the raw stock data, including the technical 

indicators, similar to previous methods. These features were used as input factors for the 

DRL model to capture relevant market trends and patterns. 

7.3 DRL Model Architecture: 

The DRL model was implemented using deep neural networks, specifically, the DQN 

algorithm. The model architecture was built by stable_baselines3 library and the trading 

environment class was defined customized consists of constructor, step, reset, render, 

_next_observation and _take_action etc. basic functions. 

7.4 Model Training: 

The DRL model was trained using the collected stock data. The Q-learning algorithm was 

employed to update the model weights based on the rewards obtained from the stock trading 

actions. Techniques such as experience replay and target network updating were used to 

enhance the stability and convergence of the model during training. 
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7.5 Model Evaluation: 

The trained DRL model performance was assessed based on metrics such as MSE, MAE and 

R2 (R2).  

7.6 Results and Analysis: 

The results obtained from the DRL model were analyzed and interpreted. The performance 

metrics, visualizations of predicted stock prices compared with real stock prices, MSE, MAE, 

R2 (R2) were presented. The strengths and limitations of the DRL model were also discussed 

as follows:[49, 50, 51] 

 

Figure 23 AAPL stock price prediction in DRL 

 

 

Figure 24 MSFT stock price prediction in DRL 
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Figure 25 TSLA stock price prediction in DRL 

 

 

Figure 26 META stock price prediction in DRL 

 

 

Figure 27 GOOG stock price prediction in DRL 



TBU in Zlín, Faculty of Applied Informatics 49 

 

 

 

Table 5 DRL statistical analysis  

 MSE MAE R2 

AAPL 9.3043 1.4156 0.9231 

MSFT 10.3027 1.2198 0.9581 

TSLA 22.4145 2.1665 0.9127 

META 8.7232 1.971 0.9632 

GOOG 14.4122 1.4545 0.9669 

 

As can be seen in Figure 23 – 27 and Table 5, the DRL model was utilized to forecast the 

prices of the following major stocks: AAPL, MSFT, TSLA, META, and GOOG, spanning 

from 2016-01-01 to 2021-12-31.  

The results suggest that the DRL model exhibited an exceptional ability to predict 

stock prices, as confirmed by the high R2. The R2 for the MSFT stock price prediction was 

the highest at 0.958, meaning the model was able to explain approximately 95.8% of the 

variance in the real MSFT stock price. META and GOOG stock price predictions also 

attained high R2 of 0.963 and 0.966, respectively, reinforcing the model's effectiveness. 

The model's efficacy was slightly less pronounced in the case of AAPL and TSLA, 

with R2 of 0.923 and 0.912 respectively. The MAEs for these stocks were relatively higher, 

indicating a larger average deviation from the actual stock prices. 

The robustness of the DRL model stems from its capacity to learn an optimal policy 

from high-dimensional input data, making it suitable for complex tasks such as stock price 

prediction. Its key strength lies in its ability to continuously improve its predictions by 

maximizing a reward function, leading to increasingly accurate predictions over time. 

Nevertheless, the DRL model does have certain limitations. Training a DRL model 

can be computationally expensive and time-consuming due to its iterative learning process. 

Moreover, it requires a carefully designed reward function and the correct choice of 

hyperparameters to ensure convergence. It's also worth noting that, similar to other ML 

models, DRL does not inherently account for external factors that might influence stock 

prices, such as economic indicators or company-specific news. 
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8 PARTICLE SWARM OPTIMIZATION OPTIMIZED 

REGRESSION FEED - FORWARD NEURAL NETWORK 

The objective of the current study was to explore the effectiveness of PSO in optimizing the 

RFFNN approach for stock trading using historical stock data. As an alternative to the 

handcrafted metaheuristic optimization, it is possible to use Nevergrad platform 8  for 

hyperparameter optimization for ML models (autoML). But the aim here was to focus 

specifically to effectiveness and usability of simple swarm/evolutionary techniques. The 

methodology employed in this investigation built upon previous approaches and extended 

the analysis to incorporate PSO techniques in Python, alongside other essential libraries, 

including yfinance, pyswarm, pandas, pandas_ta, sklearn, datetime, matplotlib.pyplot, 

numpy, copy, tensorflow and tensorflow.keras. The formula of PSO is shown in (10), where 

vi is the velocity of particle i, xi is the position of particle i, pbesti is the personal best position 

of particle i, gbest is the global best position of the swarm, w is the inertia weight, c1 and c2 

are the acceleration coefficients, and r1 and r2 are random numbers between 0 and 1. 

𝑣𝑖
𝑡+1 = 𝑤𝑣𝑖

𝑡 + 𝑐1𝑟1(𝑝𝑏𝑒𝑠𝑡𝑖 − 𝑥𝑖
𝑡) + 𝑐2𝑟2(𝑔𝑏𝑒𝑠𝑡 − 𝑥𝑖

𝑡) 

𝑥𝑖
𝑡+1 = 𝑥𝑖

𝑡 + 𝑣𝑖
𝑡+1                                                   (10) 

PSO can have some limitations. RFFNN-PSO can be more time-consuming due to 

the added complexity of the PSO algorithm. Certain cases, like TSLA, illustrate that this 

additional complexity doesn't always result in superior predictions, indicating simpler 

models may be more suitable in some situations. The choice of PSO parameters (such as 

swarm size and the number of iterations) can significantly impact the model's performance, 

necessitating careful tuning. As with any ML model, RFFNN-PSO's effectiveness is also 

subject to the quality and quantity of input data. Its success in stock price prediction relies 

on the assumption that future trends will echo historical patterns - an assumption that may 

not hold in volatile stock markets. 

 

8.1 Data Preprocessing: 

The collected stock data was preprocessed using pandas, numpy and  sklearn libraries in 

Python. This involved handling missing data, converting data types, and normalizing 

 
8 https://facebookresearch.github.io/nevergrad/ 
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numerical data. The percentage change in closing price from the previous day was calculated 

and used as the target variable for RFFNN - PSO tasks. 

8.2 Feature Engineering: 

Additional features were engineered from the raw stock data, including the technical 

indicators, similar to the previous methods. These features were used as input factors for the 

RFFNN - PSO model to capture relevant market trends and patterns. 

8.3 RFFNN - PSO Model Architecture: 

The RFFNN - PSO model was implemented using the RFFNN model and optimized using 

PSO. The PSO algorithm was employed to search for optimal hyperparameters (epochs and 

batch_size in this study) of the RFFNN model. The PSO algorithm initialized a population 

of particles representing different hyperparameter configurations and iteratively updated the 

particles' positions based on their performance in optimizing the RFFNN model. The 

detailed configuration in this experiment is: The c1 and c2 were used 2.05 and 2.05 as default 

values in pyswarm pso() function arguments, the swarm size and the number of iteration 

were set as 100 and 100 respectively, the epochs and batch_size from RFFNN were set as 

hyperparameters, the lower – bound was set as [70, 32] and the upper – bound was set as 

[150, 64]. Resulted the total time cost was 23.5 hours. 

8.4 Model Training: 

The RFFNN model with optimized hyperparameters was trained using the collected stock 

data. The Adam optimizer and the MSE loss function was employed to update the model 

weights. Techniques such as experience replay and target network updating were used to 

enhance the stability and convergence of the model during training. 

8.5 Model Evaluation: 

The trained RFFNN model with optimized hyperparameters and the performance were 

evaluated using the MSE, MAE, MAPE, R2 (R2).  

8.6 Results and Analysis: 

The results obtained from the optimized RFFNN model using PSO were analyzed and 

interpreted. The performance metrics, visualizations of predicted stock prices compared with 
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real stock prices, MSE, MAE, MAPE, R2 (R2) were presented. The strengths and limitations 

of the RFFNN – PSO model were also discussed as follows:[39, 52, 53] 

 

Figure 28 AAPL stock price prediction in RFFNN-PSO model 

 

 

Figure 29 MSFT stock price prediction in RFFNN-PSO model 
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Figure 30 TSLA stock price prediction in RFFNN-PSO model 

 

 

Figure 31 META stock price prediction in RFFNN 

 

 

Figure 32 GOOG stock price prediction in RFFNN-PSO model 
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Table 6 RFFNN – PSO statistical analysis 

 MSE MAE MAPE R2 

AAPL 
0.0003 

0.0132 0.0179 0.9672 

MSFT 
9.721 

0.0068 0.0088 0.9946 

TSLA 
0.0115 

0.0933 0.1481 0.3847 

META 
4.8338 

0.0054 0.0073 0.9972 

GOOG 
0.0011 

0.0279 0.0345 0.966 

 

As can be seen from Figure 28 – 32 and Table 6, compared with Figure 18 – 22, the two 

models, RFFNN and the RFFNN-PSO, a distinct improvement is observed with RFFNN-

PSO, most notably in predictions for AAPL, MSFT, and GOOG. The RFFNN-PSO model 

achieves lower MSE, MAE, and MAPE scores, implying more accurate predictions. The R2 

also show a better fit to the data with RFFNN-PSO. The exception is seen with TSLA where 

RFFNN provides lower MSE, MAE, and MAPE. In the case of META, both models perform 

comparably, with a slight edge to RFFNN-PSO. 

Regarding the degree of performance enhancement achieved by RFFNN-PSO, it 

varies by stock. For instance, a 15% improvement in MSE is observed for AAPL (0.0003401 

to 0.0002888), about 73% for MSFT (0.0003638 to 0.0000972), and around 47% for GOOG 

(0.002026 to 0.001074). 

The strength of RFFNN-PSO lies in its efficient parameter space search capability, 

facilitated by the PSO algorithm's swarm intelligence. This results in discovering optimal or 

near-optimal solutions possibly overlooked by traditional gradient-based optimization 

methods employed in standard RFFNN, thus improving overall model accuracy and 

reliability. 
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9 COMPARISON  

This chapter listed and compared the statistical data of the 5 models LSTM, CFFNN, 

RFFNN, DRL and RFFNN – PSO in prediction of AAPL, MSFT, TSLA, META and GOOG 

stocks’ prices, the comparison and analytical results about the 5 models’ performance are 

stated in the following paragraph, subsections 9.1 – 9.5 and Tables 7 – 11. Note that the 

CFFNN is classification, but not numerical prediction, so the statistics were use accuracy 

score and confusion matrix for CFFNN. Also, the DRL did not use MAPE is for several 

disadvantages of MAPE such as MAPE is undefined when the actual value is zero or close 

to zero, which can happen in DRL problems that involve sparse rewards or zero-sum games. 

MAPE puts a heavier penalty on negative errors than on positive errors, which can bias the 

model towards under-forecasting. MAPE is not differentiable everywhere, which can cause 

problems for gradient-based optimization methods that are commonly used in DRL. MAPE 

is sensitive to outliers and scale-dependent, which can distort the comparison of different 

DRL models or scenarios. 

Table 7 Comparison of LSTM, CFFNN, RFFNN, DRL and RFFNN - PSO for AAPL 

 MSE MAE MAPE R2 Accuracy Confusion 

Matrix 

LSTM 0.0018 0.0303 0.038 0.7844 N/A N/A 

CFFNN N/A N/A N/A N/A 0.5 [[58 74] [67 

83]] 

RFFNN 0.0003 0.0145 0.0194 0.9613 N/A N/A 

DRL 9.3043 1.4156 N/A 0.9231 N/A N/A 

RFFNN - PSO 0.0003 0.0132 0.0179 0.9672 N/A N/A 

 

Table 8 Comparison of LSTM, CFFNN, RFFNN, DRL and RFFNN - PSO for MSFT 

 MSE MAE MAPE R2 Accuracy Confusion 

Matrix 

LSTM 0.0048 0.0532 0.0634 0.7184 N/A N/A 

CFFNN N/A N/A N/A N/A 0.5461  [[12 122] [6 

142]] 

RFFNN 0.0004 0.0126 0.0156 0.9796 N/A N/A 
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DRL 10.3027  1.2198 N/A 0.9581 N/A N/A 

RFFNN - PSO 9.721 0.0068 0.0089 0.9946 N/A N/A 

 

Table 9 Comparison of LSTM, CFFNN, RFFNN, DRL and RFFNN - PSO for TSLA 

 MSE MAE MAPE R2 Accuracy Confusion 

Matrix 

LSTM 0.012 0.0846 0.123 0.3195 N/A N/A 

CFFNN N/A N/A N/A N/A 0.5355 [[24 100] 

[31 127]] 

RFFNN 0.0085 0.0632 0.0912 0.546 N/A N/A 

DRL 22.4145 2.1665 N/A 0.9127 N/A N/A 

RFFNN - PSO 0.0115 0.0933 0.1481 0.3847 N/A N/A 

 

Table 10 Comparison of LSTM, CFFNN, RFFNN, DRL and RFFNN - PSO for META 

 MSE MAE MAPE R2 Accuracy Confusion 

Matrix 

LSTM 0.0016 0.0336 0.0418 0.9033 N/A N/A 

CFFNN N/A N/A N/A N/A 0.5319 [[28 113] 

[19 122]] 

RFFNN 0.0001 0.0072 0.0096 0.9935 N/A N/A 

DRL 8.7232 1.971 N/A 0.9632 N/A N/A 

RFFNN - PSO 4.8338 0.0054 0.0073 0.9972 N/A N/A 

 

Table 11 Comparison of LSTM, CFFNN, RFFNN, DRL and RFFNN - PSO for GOOG 

 MSE MAE MAPE R2 Accuracy Confusion 

Matrix 

LSTM 0.0016 0.0321 0.0389 0.9442 N/A N/A 

CFFNN N/A N/A N/A N/A 0.5638  [[0 122] [1 

159]] 

RFFNN 0.002 0.0353 0.0417 0.9359 N/A N/A 

DRL 14.4122 1.4545 N/A 0.9669 N/A N/A 
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RFFNN - PSO 0.0011 0.0279 0.034501584518474286 0.966 N/A N/A 

 

Based on Table 7 – 11, the DRL model has the highest R2 score (average 95%), means that 

it has the best fitness between the predicted price and the real price for all AAPL, MSFT, 

TSLA, META and GOOG stocks. The CFFNN has only average 50% accuracy score 

compared with the MSE, MAE and MAPE values of other models, it has the lowest accuracy 

for prediction of all stocks’ prices. By comparing all MSE, MAE, MAPE and R2 values 

between LSTM and RFFNN models, the LSTM has a better performance than the RFFNN 

(more accurate), however, after the optimization of the RFFNN by PSO, the RFFNN – PSO 

showed a much better performance than LSTM, which means by tuning the hyperparameters 

of RFFNN with PSO method, the RFFNN performance and capability in stock price 

prediction improved significantly, indicated the PSO can effectively optimize the RFFNN 

model’s performance, however, the time consuming issue was also notable during the 

practical experiment process. 

 Therefore, by comparing the 5 models’ performance, the advantages and 

disadvantages can be generalized as follows according to the models’ features such as model 

type, processing data type, complication and time cost etc.:  

9.1 Long short – term memory neural network: 

LSTM is a type of RNN that can capture temporal dependencies in stock price data. It is 

suitable for time-series forecasting tasks, such as predicting stock prices based on historical 

data. It requires careful tuning of hyperparameters, such as number of LSTM layers, number 

of hidden units, and learning rate. It can capture long-term dependencies in data, but may 

suffer from vanishing or exploding gradients. The training time can be relatively longer 

compared to other methods. 

9.2 Classification feed-forward artificial neural network: 

This method involves using a FFNN to classify stock price movements into categories, such 

as "buy," "hold," or "sell." It requires labeled data for training, which may be challenging to 

obtain for stock price data. It can be computationally efficient and relatively faster to train 

compared to LSTM. It requires careful selection of input features and model architecture for 

effective classification. It may not capture subtle changes in stock price trends and may have 

limitations in predicting exact stock prices. 
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9.3 Regression feed-forward artificial neural network: 

Involves using a FFNN for regression tasks, such as predicting stock prices directly. It is 

similar to the classification method, requires labeled data for training. It can be 

computationally efficient and faster to train compared to LSTM. It requires careful selection 

of input features and model architecture for accurate regression predictions. It may not 

capture long-term dependencies in data and may be sensitive to noise in stock price data. 

9.4 Deep reinforcement learning: 

DRL involves training a model to make optimal trading decisions based on rewards obtained 

from stock trading actions. It can capture complex interactions between stock prices and 

trading actions, and can potentially adapt to changing market conditions. It requires 

extensive training and tuning of hyperparameters, such as learning rate, discount factor, and 

exploration rate. It may suffer from high variance and instability during training, and may 

require techniques such as experience replay and target network updating for stability. It can 

be computationally expensive and time-consuming compared to other methods. 

9.5 Particle swarm optimization optimized regression feed - forward 

neural network: 

PSO is a metaheuristic optimization algorithm that can be used to optimize hyperparameters 

of ML models. It can search for optimal hyperparameter configurations efficiently and 

effectively. When combined with RFFNN, it can potentially improve the performance and 

robustness of this methods. PSO can reduce the need for manual tuning of hyperparameters 

and can lead to more optimal results. However, PSO also requires careful selection of 

hyperparameter search space and may have limitations in finding the global optimal solution. 

Overall, the choice of method depends on the specific requirements of the stock 

trading task, the available data, and the desired level of accuracy and computational 

efficiency. LSTM may be suitable for capturing long-term dependencies in data, while 

CFFNN and RFFNN may be simpler and faster options. DRL can capture complex 

interactions between stock prices and trading actions, but requires extensive training and 

tuning. PSO can optimize hyperparameters of these methods, potentially leading to improved 

performance, but also requires careful selection of hyperparameter search space. Further 

experimentation and analysis are necessary to determine the most effective method for stock 

trading based on the specific dataset and task at hand. 
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CONCLUSION 

In this comprehensive study, various fundamental AI models were applied to predict the 

prices of prominent stocks, namely AAPL, MSFT, TSLA, META, and GOOG, from the 

beginning of 2016 to the end of 2021. The performance and potential of these AI models in 

financial forecasting were meticulously examined, offering noteworthy findings and 

implications. 

Among the tested AI models, the DRL model demonstrated superior performance, 

with an impressive average R-squared value of 95%. This result indicates that the DRL 

model can explain 95% of the variance in the price of these stocks, a remarkable achievement 

that signifies the robustness and accuracy of this model in stock price prediction. 

On the contrary, the CFFNN model performed less effectively, achieving only an 

average accuracy score of 50%. Despite its relatively lower performance in this context, the 

insights obtained from its application provide a valuable foundation for future modifications 

and improvements. 

The LSTM and RFFNN models yielded good, albeit not exceptional, performance. 

Nevertheless, these models exhibited substantial potential. Their strength lies in their 

flexibility to be further improved through modifications or the incorporation of more detailed 

and influential input data. 

Significantly, the robust performance of the RFFNN - PSO model underscored the 

efficacy of the PSO method in the hyperparameter tuning process. This finding implies that 

the PSO method can significantly streamline hyperparameter tuning, especially for complex 

models, thus contributing to more accurate and efficient forecasting models. 

While the results of this study are enlightening, there are promising avenues for 

future research. Enhancing the tested models, incorporating additional influential inputs and 

indicators, and exploring the synergy of different models or advanced optimizing algorithms 

could further elevate the predictive performance of AI models in stock price forecasting. 

This thesis adds significantly to the growing body of knowledge at the intersection 

of AI, finance, and computer science. The findings provide a substantial basis for future 

explorations into more sophisticated AI-based forecasting models. Moreover, they 

contribute valuable insights into the use of AI in financial forecasting, potentially informing 
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the development of more advanced and accurate AI-driven prediction tools in finance and 

other related fields. 
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