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ABSTRACT 

In this thesis, shown focus on the classification algorithms utilization on the predictive modeling 

and distinguish them from regression as different breeds of the similar genus with alternate 

options. Here, the study dwells on important algorithms including K-Nearest Neighbors(KNN), 

Decision Trees, Random Forests SVM, Logistic Regression and Naive Bayes. The discipline is 

concerned with the historical aspects, physics, and math formulas of the K-nearest neighbor, 

decision tree, and random forest models. It continues to explain the avoidance of overfitting in 

decision trees and the ensemble approach used in random forests. The algorithms are going to be 

evaluated based on their performance compared to datasets like Digits, Wine, and Diabetes. 

Besides being in charge here, the job involves tasks like selection of data, processing, splitting and 

scaling. For this case study a mix of well-known parameters as well as lesser known ones will be 

used to comprehensively survey the capabilities and limitations of the models studied. This piece 

stops here to discuss the disparities between classifiers and regressors, with aim of choosing best 

models along the way by means of characteristics of data and the very detail of research problem. 

The conclusion has several noteworthy points related to real-life application of algorithms and also 

points potentially research areas that may require more study. Therefore, the purpose of this thesis 

is namely to pool together the data for the researchers and professionals in data science and 

predictive analytics.  

 Keywords: KNN, SVM, Logistic Regression, Random Forest, Decision Tree, Digits, Wine, 

Diabetes 
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INTRODUCTION  

The field of machine learning is always subject to development and, in the meantime, there is one 

area that manages to grasp the attention, the technology of classification algorithms. The fact that 

these algorithms are extremely important in understanding and identifying the consequences of 

data on the real world's applications is a piece of evidence. A categorization is the root of making 

decisions in both common and extraordinary events of day-to-day life like the decision making 

process. This is true whether it is improving the precision of diagnosis or searching trough digital 

mess to spot only meaningful of them. This thesis aspires to accomplish twofold mission-on the 

one hand, to unveil the inner workings of these precise algorithms and, on the other hand, to lay a 

ground for a rigorous benchmarking discipline that documents the performance of these techniques 

in various circumstances. Classification systems constantly change and get innovative. One should 

demonstrate the latest and the most innovative classifications systems [62]. 

Although machine learning categorization is on the right track, the fact is it is full of many 

diverse approaches and algorithms, all of which have their own set of valuables and demerits. 

Finally, the biggest classifications algorithms influencing field of data science nowadays will be 

examined in detail. 

K-Nearest Neighbors (KNN): The KNN stands for the simplicity of the presentation in 

machine learning. Other than that, it distributes data points among neighbors and assigns them a 

class identifier that is dominant in the neighborhood. Somewhat cliché and paradoxical, the 

underlying question is whether things close to each other are similar to each other. A key factor to 

the success of KNN is the careful selection of the distance measure and its neighbor numbers. Such 

a choice has a great influence on the algorithm's performance this is measurable when it 

implemented using a large set of different datasets [64]. 

Support Vector Machines (SVM): SVMs stand out among others for the fact that they can 

distinguish really complicated class boundaries, representing hyperplanes in a multidimensional 

space. They are affiliated to the classifier category, which they are believed to be the most 

developed ones. The fact that SVMs are able to manage non-linearities of any complexity and 

succeed in out-of-the-way high-dimensional spaces is what makes this feature profound. Also, 

even though they are very resilience algorithms, SVMs still have hyperparameter optimization and 

scalability issues and for that reason becoming the subject of current researching and development 

of them. 
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Logistic Regression: Two words have the exact opposite meaning from what one would 

expect of them, but logistic regression is indeed a vital technique for classification where it models 

the probability that something achieves the class through the aid of logs. One of the simplest 

approaches that can quickly answer of the clear facts math and computation related is that there is 

a relation between characteristics and outcomes. Furthermore, the logistic regression stands well 

against other modernized regularization approaches and still remains one of the best techniques 

suitable to handle even complicated, high-dimensional data [60]. 

Naive Bayes: A Naive Bayes classifier calculates the percentages needed for the 

probability, using Bayes' theorem as a foundation, under the assumption that all features are 

independent variables. This assumption, rather constantly being contested, still excels the 

algorithm considerably at such tasks as text classification and some other uses cases with speed 

and average accuracy year by year [1]. 

Decision Trees and Random Forests: Decision trees simplify the decision-process by 

partitioning the dataset in different subsets with overlapping features using stepwise sequential 

feature splits. The Random forests concept is by such bringing together of plural decision trees, 

thus improving the prediction correctness and protecting from the overfitting danger. These 

strategies present a trade-off between interpretability and performance, though from the standpoint 

of model-building itself they might be somewhat limited by messy or complex data structures [3]. 

 Expanding the Benchmarking Horizon: The aim of this thesis is to meet certain standards 

in performance evaluation of categorization algorithms in expansion to metrics often used which 

offers a just preview of their strengths and limitations[61]. 

Selection of Benchmark Datasets: One of the vital aspects of our data benchmarking 

strategy is the thoughtful selection of datasets representing real-world-datasets rather than 

artificially-generated ones from reliable sources like the UCI Machine Learning Repository[72]  

The dataset generated with its own datasets, which were chosen based on their relationship and 

representativeness each one of them, was used as a catalyst to uncover whether the algorithms 

could adapt and function equally well with any data dimensions, distributions, and complexity. 

 Evaluation Metrics Unveiled: Meanwhile, the metrics which include accuracy, precision, 

recall and F1-score argue that this paper puts less weight on the measures like Area Under the 

Receiver Operating Characteristic Curve (AUC-ROC) and κ statistics which were less popular till 

now as well as the Matthews Correlation Coefficient (MCC). These features, being of finer nature, 

display the exact elements of classifier performance, which in turn are utilized in the process of 
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producing a comprehensive view of suitability to perform the required tasks. This thesis is aimed 

at providing a deducted approach using objective information with insights that are further used 

as a measuring tools. The analytical route presented by this thesis paper is through a systemic 

measure approach with a primary objective of getting the highest value per category [63]. 

Not so long ago deep learning methods needed lots of data to work, now they can be used 

with larger data sets due to transfer learning, fine-tuning, and data extraction. As there are not 

many labeled samples, the search for high-level feature extraction is incidentally continuing. We 

should be making uniform standards for observable comparisons. Researchers working in different 

fields, they have published collections, including nature pictures, medical images, fine categories 

ads others. With these standards, it is possible to avoid discrimination and assess progress. It is 

astonishing to see how the market economy may benefit from even the slightest adjustment of the 

parameters for its success. However, achieving the same level of progress is relatively difficult. 

undefined Learning with few shots: Drawing wide generalizations from seemingly specific 

examples. Meta-learning: Training models on how to learn as well. Active learning: deciding on 

which samples to give the appropriate names. Sample bias and overfitting arising from high 

uncertainty affect few samples. Lack of diversity results in an incapacity to generalize properly 

and affects the feature learning [59]. 

Concluding with Recommendations for Informed Application: The essence of our research 

will be a set of strategic proposals including those elements that vary under different approaches 

and a number of common ground ones that remain the same for all of them. The diverse breadth 

of our findings that range from the rich dimensionality of  SVMs to the understandable depth of 

decision trees serves like a lamp for scholars and practitioners looking for a resort back to learning. 
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1. CLASSIFICATION AND REGRESSION 

The purpose of the model is to try to make a prediction of the correct label for a specific set of data 

which has already been provided to another machine learning process (i.e., classification). It is 

then scored on the training dataset then evaluated with the help of test data which is provided 

during the performance of the model. It involves the model "learning," which is completed prior 

to the model being used for prediction on the unknown data that was not happened before.   

 Lazy Learners Vs. Eager Learners: Within the realm of machine learning, there are two 

distinct types of learners: those who are eager and those who are you shall see. 

 Eager Learners is a specific type of machine learning algorithm which this is first build by 

the trainings dataset to create the model. This checks that the algorithm not only makes predictions 

for the data it trained on but also on future datasets. Since they spend more time throughout the 

procedure as the thing is of upmost importance for them and they want to better  their 

generalization, these models take less effort to perform forecasts. Because they are keen on the 

on – boarding method. 

 The bulk of machine learning algorithms are rapid learners; some cases are listed 

below:The bulk of machine learning algorithms are rapid learners; some cases are listed below: 

Logistic Regression, Support Vector Machine, Decision Trees, Artificial Neural Networks [2]. 

Invarely, those learners are labeled as lazy ones, also instance-based ones, that being the pace 

which they create a model using the training set appears to be slow and this results from their lazy 

nature. Basically speaking, they reckon training data by memory, then whenever they predict the 

final outcome, they approach the closest neighbor in the data which would lead to extremely slow 

predictions.[4]. 

1.1. Difference of regression and classification  

1.1.1. Classification  Predictive Modelling 

Classification predictive modeling is the occurrence of mapping each input variable (X) by a 

function (F) that takes each input (X) and maps them to a discrete variable (Y), that is mostly 

called the label or the category. Which is the sole function of the model – it is supposed to classify 

the observation.[4].Consider it a sample, let us navigate an email message. It may be divided into 

one of two classes: As Keiser says: “maybe I’m the bad guy, or maybe I’m just ahead of my time… 

or maybe both.” 
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 Suspicion of discriminator element imposes that every instance be placed into one of two 

or more classes in some way. It is possible that the classes may use a real or discrete input variables. 

An example of such a challenge that is usually applied to the two groups of data is called a binary 

classification that involves two classes. Where a solution more than two classes is involved is 

referred to as a robust multi-classification. The situation which arises when one instance is a 

dealing with several classes is referred to as a multi-label classification problems [5]. 

 It is common for binary and multiclass classifications to only train models which utilize a 

continuous prediction value which is calculated as the probability of an instance belonging to a 

particular output class. The probabilities could be taken as either as the confidence or probability 

values for a specific case to be assigned to a particular class. A predicted probability is used to 

decide the class value as it selects the classes that have a higher likelihood. 

 Instance of a message, sent in the form of one email could be likened to 0.1 probability of 

being "spam" and 0.9 probability of being "not spam". Converted chances into a classy imprint 

through the “Ham” label since it has the highest resulting probability[6] 

 Some methods are available for accuracy assessment the best one is to find the 

classification accuracy as people are mostly using it. The classification accuracy measure shows 

errors in the ratio to all the predictions. For instance, if a classification predictive model made 5 

predictions and 3 of them were correct and 2 of them were incorrect, then the classification 

accuracy of the model based on just these predictions would be  the formula of the accuracy is 

shown in (1) [7]: 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠

𝑡𝑜𝑡𝑎𝑙 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠
                                                       (1) 

1.1.1. Regression Predictive Modelling 

Regression predictive softy implies externalizing the function of mapping that resemble taking in 

the input variables and translates to a continuous output variable  [8]. 

A variable that is always being produced in a continuous way has a real-value such as an 

integer or floating point number. Similarly is personalization where the most widespread 

characters are amounts and sizes. [9]. 

Regression regimen anticipates a certain amount. A regression, for its part, among other 

possibilities, could be based on real-valued or discrete inputs. When several input variables are put 

together in one issue, this issue is usually termed as multi-variate regression problem. A regression 

problem is considered as a time series forecasting when inputs are formed by time in i.e., 



TBU in Zlín, Faculty of Applied Informatics 16 

 

 

organized. As the regression predictive model is used to predict a magnitude, the precision of the 

model is known to be associated with discrepancies in those predictions [10]. 

 A regression prediction model can be assessed in different ways, but standard option is to 

derive the root mean squared error (RMSE) the formula is shown in (3), where yi is the actual 

observed values in your dataset, 𝑦𝑖̇ the mean (average) of the observed values yi, N represents the 

total number of observations or data points in your dataset, P represents the number of predictors 

or independent variables in your model. In simpler terms, it's the number of features or factors 

you're using to make predictions. 

 

                     𝑅𝑀𝑆𝐸  = √
∑ (𝑦𝑖−𝑦𝑖̇)2 

 

𝑁−𝑃
                                                              (3) 

 

A major advantage of the RMSE is that the units of the value obtained from the error 

regulatory function are of the same type with the parameters for which the model was designed. A 

regression algorithm is a program, as most of these algorithms focus entirely on training a model 

which is based on regression prediction. Some algorithms even use the word regression in their 

name like linear regression and logistic regression, although, both of these not the regression 

method, but it is just a misleading name.[11]. 

1.1.2. Classification vs Regression                

The process of predictability modeling consist of two subcategories: classification and regression 

each with pecularities of its own. 

 In classification the situation involves suggesting a class value for a given data entity. In 

the other connection, the regression means when you are predicting a continuous variable. The 

classification and regression technologies have points in common. For instance: 

 A classifier works with a numerical value that is interpreted to be a probability of the 

defined class mark [11]. A regression might suggest a discrete constant, where the constant is also 

an integer quantity but the input value is discrete [16]. Sometimes, particular techniques can be 

substituted, used either for classification or regression, requiring only a minor adjustment to the 

approach, such as decision trees and artificial neural networks [17]. But all the plans are not as 

adaptable for socio-economic and urban matters. For example, linear regression may be used for 

a regression predictive modeling but categorical work is often achieved through logistic 
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regression.[12]. 

 It is perhaps the most critical to reflect and understand that the means to assess the 

calibration and regression predictions are distinct and are not the same at the end of the day [13]. 

For instance: The accuracy is mostly used on classification but the metric for regression prediction 

is not efficiently captured by this.[14]. The RMSE is the right approach used while evaluating the 

predictions in the regression problems, whereas for the classification problems, this measure will 

not be efficient.[15]. 
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2. CLASSIFICATION ALGORITHMS 

2.1. K-Nearest Neighbor (KNN) 

2.1.1. History of KNN 

KNN algorithm is a non-parametric supervised learning method, in which the reference is an article 

by Fix and Hodges from 1951. It was after that, which was designed by Thomas Cover, when the 

printing was enhanced.[18]. 

 The KNN algorithm is an all-purpose algorithm which lets us classify as well as regress. 

With K-Nearest Neighbors, the subsequent input will be the K closest examples (referred to as the 

training data set) [19]. For classification, the consequence is a class membership, after units are 

described to have label by majority of its neighbors. The result proceeds regression for the object 

property which is the average of the k close neighbor values which is one parameter .[20]. 

 KNN is an ensemble (or cases-based) method of learning, where the function is not 

approximated, and all the processing is only delayed until the function evaluation takes place. This 

will influence the performance of the model effectively because this strategy is primarily focused 

on distance classification so tweaking of the training data could thus make the model more accurate 

[21]. 

 In time, different upgrades to the KNN algorithm that brought further improvements. 

Fukunaga and Hostetler [22] obtained bettering rates that were pertinent to the Bayes error rate. In 

the mid to late 1970s, Dudani and Baily [22] published distance-weighted approaches to this 

problem. In 1983, an idea of the learning method for a fuzzy KNN rule of Adam Jozwik [22] was 

developed. 

2.1.2. KNN working process 

The KNN method is doing so by comparing the new data input with the existing data values (that 

are differentiated by their classes or categories). Given a certain range of similarities or closeness 

(K) by this algorithm, the new data is assigned to a class or category as similar to the training data.  

It takes 4 main steps: 

• Assign a value to K. 

• Write down the distance between the new data input and other all the existing data entries 

. Arrange them from the lowest to the highest frequency. 
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• Locate the K nearest neighbors to the new entry based on the calculated distances. 

• Place the new data element of the most frequent class in the neighboring class. 

The Euclidean distance between two points p and q in a two-dimensional space is computed 

as (4), where p1 and q1 These are the respective coordinates of the first dimension (often denoted 

as x axis in a Cartesian coordinate system) of points p and q. So, p1 is the first coordinate of point 

p, and q1 is the first coordinate of point q, similarly, these are the respective coordinates of the 

second dimension (often denoted as y axis in a Cartesian coordinate system) of points p2 and q2. 

So, p2 is the second coordinate of point p, and q2  is the second coordinate of point q: 

                                 𝑑(𝑝, 𝑞) = √(𝑝1 − 𝑞1)2  + (𝑝2 − 𝑞2)2                                           (4)                                            

2.1.3. Advantages and Disadvantages of KNN 

Advantages of KNN: This algorithm is not difficult in terms of implementation, which is why it is 

a favorite among new entrants in machine learning. 

No Training Required: The KNN algorithm does not necessitate any training process which 

implies among others applications that can be used in real-time response where data emerges as 

such [26]. 

Accurate and Effective: KNN among other methods is well-known for both its 

effectiveness and accuracy especially when applied to small datasets of medium sizes. 

Disadvantages of KNN: Sensitive to Outliers: Outliers give rise to general fragility of the KNN 

approach, hence the model's performance is likely to be poor.  

 Computationally costly: A big challenge is the KNN algorithm that may require much 

computational resources. Therefore, this technique limits the movements to the calculation of the 

distance between every testing data and any training data, which generally is comprehensive [68].  

 Requires Good Choice of K: The KNN algorithm necessitates a well-chosen K value, being 

the number of nearest neighbors being used in classification. If K is insufficient, there is a high 

chance the algorithm, on one hand, will inundate itself with noise in the data, and on the other 

hand, it will miss important patterns that appear in the dataset. 

Non-parametric: The KNN algorithm does not make assumptions about the distribution 

type of the data, thus, it tends to be generalized algorithm which can be applied in different settings.  

Limited to Euclidean Distance: The choice of the various distance measures sometimes 

serves as the basis for this scheme measures, though it is the common implementation that still 
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relies on the most popular, which is Euclidean distance, may not necessarily be the best suitable 

measure [67]. 

 Imbalanced Data: KNN can perform poorly with imbalanced data. If one class has 

significantly more examples than another, the algorithm will be biased towards the majority class. 

2.2. Decision Tree  

2.2.1. History of decision Tree 

Decision trees have a complex and extensive history, developing from many academic efforts and 

real-world implementations. Below are significant milestones in their development .[27]: 

 Historical Background: Ronald Fisher, in 1936, published seminal work [28] in the area of 

biology. Decision trees are based on the work of a mathematical theory which has proved to have 

some quite peculiar properties. Ronald Fisher is known in the statistical community for user 

discriminant analysis, which built the basis for mathematical understanding of the interdependence 

of input factors and the target (response) variable [28]. AID Project (Adaptive Incentives Decision) 

tools that were invented by Morgan and Sonquist in the 1960s had greatly increased the application 

of binary segmentation trees. The principle of the tree was that they will try to figure out the 

relationship between attributes and result. 

 Hunt’s Publication (1966)[73]: Moreover, Hunt’s area of interest also contributed to the 

emerging decision tree techniques in those respectful decades. 

 Psychology and Learning Models: Decision tree structures were initially proposed for 

describing the psychology of learning with the human beings. Surprisingly, the results have shown 

that in addition to just leaning modeling, it has also found a wider use. 

 Classification Tree Emergence: The firsts classification tree was developed in the THAID 

project in 1972 [74] by Messenger and Mandell, which is the project directors. This had a key role 

in moving the tech closer to the practical deployment. 

 CART method (1977)[66]: Andrew Ng from the University of California at Berkeley and 

Charles Joel Stone collaborated with Jerome H. Friedman and Richard Olshen from Stanford 

University and advanced the Classification and Regression Tree (CART) model. CART created a 

unified system for dealing with hence foresight would of been a pseudo-utopian state. 

 Decision Trees Today: Decision trees still rank among the most used about the fact that 

they are verbally transparent, transparent and efficient. They are mostly used for operations 
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research, decision-making as well as machine learning. 

 Tin Kam Ho (1995) [1]: With tremendous experience in the Statistics and Learning 

Research Department, Tin Kam Ho has proposed research algorithm during his work at the Bell 

Laboratories.  

2.2.2. Types of Decison Trees 

• CART is a powerful and versatile algorithm that can be used for both classification 

(predicting discrete categories) and regression (predicting continuous values). The splitting 

criteria of CART uses a process called binary recursive partitioning. At each node of the 

tree, it chooses the feature (attribute) that best splits the data into two groups based on a 

specific impurity measure. Common impurity measures include the Gini index (for 

classification) and mean squared error (for regression). The process continues recursively 

until a stopping criterion is met (e.g., reaching a certain depth or minimum data points in a 

node). CART is known for its simplicity, interpretability, and good performance on various 

datasets. The use of clear impurity measures allows for easy understanding of how the tree 

makes decisions. CART can be susceptible to overfitting if not properly tuned. 

Additionally, it might not always choose the optimal split at each node, leading to 

potentially less accurate trees compared to some other algorithms. [2] 

• ID3 is a foundational decision tree algorithm specifically designed for classification tasks. 

It's a relatively simple algorithm that forms the basis for more advanced algorithms like 

C4.5. ID3 uses information gain as the measure to choose the best attribute for splitting at 

each node. Information gain measures how much a specific attribute reduces the 

uncertainty (entropy) in the data after the split. The attribute that leads to the highest 

information gain is chosen for splitting.ID3 is a straightforward algorithm that's easy to 

understand and implement. It's a good starting point for learning about decision trees. ID3 

has some limitations. It can be biased towards attributes with a large number of distinct 

values (e.g., ID numbers) and doesn't handle continuous attributes well. Additionally, it 

doesn't consider the possibility of missing values in the data.  [3] 

• C4.5 is an extension of the ID3 algorithm, addressing some of its shortcomings. It's also 

designed for classification tasks. C4.5 builds upon ID3 by introducing the concept of gain 

ratio. Gain ratio addresses a weakness in information gain by considering the number of 

possible values (splits) an attribute can have. This helps avoid favoring attributes with a 

high number of values. Additionally, C4.5 can handle continuous attributes by discretizing 

them using techniques like splitting based on a certain threshold value. Furthermore, C4.5 

incorporates pruning techniques to reduce the complexity of the tree and prevent 

overfitting. C4.5 builds on the strengths of ID3 while addressing some of its limitations. It 

can handle continuous attributes, considers the number of splits when choosing attributes, 

and incorporates pruning for better generalization. While C4.5 is an improvement over 

ID3, it can still be computationally expensive for very large datasets. Additionally, 

choosing the optimal pruning strategy can be complex. [4] 
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2.2.3. Decision Tree Working Process 

Decision Tree Splits and Accuracy: The strategic choices of development of trees greatly affect its 

correspondence. The act of node division into sub-nodes is made with the goal of compensating 

for the low homogeneity in the subsequent subsets. Translated, this statement refers to attempt to 

apply methods of filtering closer to the parameters which wishes to predict. The method than 

chooses dimension that provide more pure samples for generating data sets. 

Selection Based on Target Variables: The choice of algorithm relies on the kind of target 

variable: The choice of algorithm relies on the kind of target variable: Categorical Variable 

Decision Trees: Comment: Used when the target variable is categorical (such as class labels).  

This research mainly used ID3 algorithm therfore the steps in ID3 algorithm are detailedly 

explained as follows: It begins with the original set S as the root node. On each iteration of the 

method, it iterates over the very underused attribute of the set S and calculates Entropy (H) and 

Information gain(IG) of this property. It then picks the element which has the least Entropy or 

Largest Information gain. The set S is then split by the specified attribute to obtain a subset of the 

data. The method continues to loop on each subset, considering only qualities never 

picked previously. 

 Entropy is a measure witnessing the amount of mess or dirtyness that exist in a set of data. 

In the decision trees, it is the impurity which is level of uncertainty in the target variable (class 

labels). The purpose is to reduce the degree of disorder by choosing the splits to which an 

inhomogeneity increases. The formula for entropy is shown as(6), where c is defined as the number 

of various boundaries, pi is the proportions of cases that is belong to a type of i class. 

 

                                                  𝐸𝑛𝑡𝑟𝑜𝑝𝑦 = ∑ −𝑝𝑖
𝐶
𝑖=1 ⋅ log2(𝑝𝑖)                                                       (6) 

 

 Information Gain: Interpretation of information gain refers to the entropy reduction 

attained by dividing the data into two or more parts with respect to a certain principle.  It gives a 

picture of the disorder before the break and the one after that. The splitting factor which is defined 

through the highest information gain at that point is chosen as the largest information gain among 

the properties. Formula for information gain (7), where T and X is the measure of how much 

information the feature 𝑋 provides about the class labels (or target variable) 𝑇 after the dataset is 

split based on the values of 𝑋, Entropy(T) represents the entropy of the original dataset T  before 
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the split. Entropy is a measure of impurity or uncertainty in a dataset , represents the entropy 

of the dataset 𝑇 after it has been split into subsets based on the values of feature 𝑋. 

 

𝐼𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛 𝐺𝑎𝑖𝑛(𝑇, 𝑋) = 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑇) − 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑇, 𝑋)                                (7) 

 

Gini Index: The Gini index purity of a node calculates the proportions of misclassified 

instances and therefore the probability of them to be mistaken for a randomly selected instance. It 

shifts from 0 (the perfectly balanced nodes) to 0.5 (the entire network is unbalanced). Indexing for 

gini then is carried out among the splited parts, and the characteristic with the smallest Gini value 

is selected. Fromula for Gini index show as (8), where Gini represents the Gini impurity, which is 

a measure of the impurity or uncertainty in a set of class labels, c represents the total number of 

classes in the dataset, pi represents the proportion of instances in the dataset that belong to class i. 

In other words, it's the fraction of instances in the dataset that are labeled with class i  

 

𝐺𝑖𝑛𝑖 = 1 − ∑ (𝑝𝑖)
2 𝐶

 𝑖=1                                                         (8) 

 

Gain Ratio: Ratio of gain of information is introduced to take care of the number of the branches 

originating from a split. However, it hurts men whose qualities have a more universal applicability. 

The formula for gain ratio shown as(9), Informaitiom Gain measure of how much information a 

feature provides about the class labels after the dataset is split based on that feature, Splitinfo 

measure of how uniformly the dataset is split by the feature, Entropy(before)  entropy of dataset 

before the split, Entropy(after)  entropy of dataset after the split ,K presents the number of subsets 

created by the split, w represents the proportion of instances in the 𝑗th subset created by the split, 

“before” is the dataset before the split. 

 

                   𝐺𝑎𝑖𝑛 𝑅𝑎𝑡𝑖𝑜  =  
𝐼𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛 𝐺𝑎𝑖𝑛

𝑆𝑝𝑙𝑖𝑡𝐼𝑛𝑓𝑜
=

𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑏𝑒𝑓𝑜𝑟𝑒)−∑ 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑗,𝑎𝑓𝑡𝑒𝑟)𝐾
𝑗=1

∑ 𝑤𝑗
𝐾
𝑗=1 𝑙𝑜𝑔2𝑤𝑗

                  (9) 

 

 Reduction in Variance (for Regression Trees): Here the goal is to lower the spread of the 

independent variable within the sub-grouping. Reduction in a variance denotes an lowering in 
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variance when splitting on an indicator [35]. In the process of mediation, the most spread-out 

property which stands for the variance with the lowest value is picked [36]. 

2.2.4. Ways to Escape Overfitting in Decision Trees 

Normally decision trees, even though they may fit into a full table of columns are found to be 

having difficulty especially during training. At times it looked like the tree just memorized certain 

samples from training data. A tree that has no limitations on the details results in the only perfectly 

accurate predictions on the training data set. This is the worst-case scenario because at the end it 

will result in 1 leaf for each observation. Thus it negatively influences the reliable models for 

samples that are not part of the learning set. Pruning and Random Forest are the two methods to 

escape overfitting. 

Pruning: During pruning, prune the tree using the strategy that starts from the leaf node 

where the original tree's accuracy will not be disturbed. This is done by dividing the actual training 

set into two sets:1)Define the sought-after outcome by creating a training data set. 2) Evaluate the 

performance of the algorithm using the validation data set. Create a decision tree on the training 

data set afterwards. Once the validation data set is improved, go on and prune the tree 

accordingly.[37]. Prining process is showing as Figure 1: 

 

Figure 1 Pruning process [123] 
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2.2.5. Advantages of Decision Trees 

• Simplicity of Interpretation: Decision tree provides the decision-making process in the 

form of a picture and is therefore easy to understand. A hierarchical nature creates such a 

convenient framework which compares characteristics with predictable outcomes. 

• Robust to Outliers: Decision trees tend to outperform linear methods in the sense that they 

are less sensitive to outliers. An outlying amount of data would have no impact on the tree 

formation. They are not putting the missing values at their own against the data. 

• Non-Linear: Tables show complex, not linear connection between features and results. 

• They possess the ability to acclimate to challenging and often indefinite decision lines. 

• Non-Parametric: Decision trees are not based on any particular data distribution as other 

algorithms. They are the most flexible tools and can trace complex relationships patterns. 

• Combining Features to Make Predictions: The decision trees give better results when 

interactions between features have been considered. They synthesize the data in their own 

way in the making of the opinions. 

• Can Deal with Categorical Values: Categorical features eliminate the need for dimensional 

transformation called one-hot encoding with decision trees. They jail nodes according to 

certain categories and attributes. 

• Minimal Data Preparation: Decision trees doesn’t requires less percentage preparation as 

compared to their counterparts (e.g., scaling, standardization).They function successfully 

at the pre-established stage. 

2.2.6. Disadvantages of Decision Trees 

• Prone to Overfitting: Arrangement trees can end up with too much complexity and contain 

random noise from data. Frequently regularization operations (e.g., pruning) are used to 

prevent footing. 

• Unstable to Changes in the Data: Keeping tiny variations on the dataset cause the tree 

pattern to get twisted out. Missed regularity across variations of training data discards 

decision trees. 

• Unstable to Noise: Trees can be divided based on noisy features which give errors in 

decision trees algorithm. The noise in the form of incorrect splits is most likely to occur. 
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• Unbalanced Classes: Decision tree models are not good at handling problems where the 

classes are unbalanced. The best efficiency cannot be reached without the oversampling or 

undersampling methods. 

• Greedy Algorithm: Decision trees begin with a greedy algorithm in their construction 

process. They can have deficiancies and unable to global optimization of tree an structure.  

• Computationally Expensive on huge Datasets: Creating compact trees for large data sets is 

supercalifragilisticexpialidocious. As capacity increases, the time for training increases. 

• Complex Calculations on Large Datasets: Decision tree calculations involve evaluating 

multiple splits. For large datasets, this can be computationally intensive. 

2.3. Random Forest 

2.3.1. History of Random Forest 

Further detail is needed in order to comprehend the historical evolution of this method. Random 

Forest is an example of ensemble classification. This application of ensemble learning is utilized 

to increase the accuracy of classifications [38]. 

 Ensemble learning, which is a machine learning method that differs from the conventional 

learning where one single model has been applied to the same problem, introduces several models 

instead of one model to deal with the same problem. In ensembles such as Random Forests, many 

classifiers are applied alike. This is due to the fact that they are more consistent than any member 

of the group can be when they are predicting by using different methods. 

 Then an inner vote is being held by the Random Forest algorithm to determine an accurate 

class label for unidentifiable instances. Voting is not an easy method of decision-making, but it 

can still move forward through majority voting, which is majorly a conceptual invention of two 

academics [5]. 

 In the Method of majority voting every classifier that make up the ensemble is told are to 

try as much as possible to classify correctly the class label of the instance being probed by each of 

them  [6]. This kind of an ensemble sends out all the classifiers to get asked and then returns the 

class which gets the biggest score as the final decision. There are different voting systems at work: 

for example, in the strategic veto voting plan, one classifier vetoes the other. In the concern to 

arrive the finest result for the classifiers in the ensemble, this classifier should be both reliable and, 

at the same time, be different from the others. 
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 Nonetheless, the parameters of an ideal classifier includes that the classification error is 

higher than chance hypothesis. Moreover, two classifiers are inconsistent if there exist errors or 

misclassifications in case of considering new data points or. When the classifiers are very distinct 

from each other, get the better learning results. Generally, the ensemble works better than the 

individual models by nature when there is a difference in the models that make up the ensemble 

[7]. 

2.3.2. Random Forest Working Process 

The meteorologists miss where the models fail. The particular instance of investments where low 

correlations are about tries, whose portfolio is of more value than the sum of its parts. Uncorrelated 

models, also, provide ensemble predictions that are more correct than any of the individual 

predictions. One of the reasons for the great result is the fact the trees are screening each other 

from the errors they may commit individually (if all the trees are not erring in the same direction). 

Some trees may thus be wrong, but by correcting this some trees may also be right, so that the 

overall group is able to get to the direction they need.  

  There should be some genuine quality in features so that models that feature these signals 

build some useful signals and outperform random guessing. The production of different trees ought 

to have as much difference as possible between the results, leading to the lowest possible 

correlation.. Though you may already know that having various uncorrelated models is superior 

among these reasons, still it deserves to be illustrated because it is such a main theme that you 

have got to be sure that you’ve really understood it. 

 The Random Forest algorithm contains various decision trees with the values of the nodes 

being the same, but across different data sets, each will end up in different leaves. They construct 

the decision tree ensemble responsible for looking out for each option and finally average it to 

reach the best solution [42]. By doing category-based executions on Random Forest that use the 

Gini index, or the principle according to which added nodes on a tree formula (10) : 

                                                𝐺𝑖𝑛𝑖 = 1 − ∑ (𝑝𝑖)
2𝐶

𝑖=1                                                         (10) 

Using the branch and class probabilities the Gini of each node determines the branch that 

pertains to the highest occurrence in a given node. Here, pi refers to the relative frequency of the 
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class you wish to view in the dataset and c stands for the number of classes. Apply entropy to find 

the number of branches occurred in  decision tree. 

Entropy calculates the probability of a specific result and makes decisions regarding the 

network of the node based on its calculations. Different from the Gini index, it is a more 

complicated mathematics tool because of the logarithm function that corresponds in computing it. 

Example of how looks Random Forest working process : 

 

                             

Figure 2 Random forest working process[124]  

2.3.3. Advantages of Random Forest 

• High Accuracy: Random Forest according to several decision trees. The aggregated 

forecasts is achieved. Trial in averaging (regression) or voting ( classification) lead to the 

creation of more accurate output. The algorithms on average outperform single decision 

tree ensemble models mostly. 

• Robustness to Noise: There is so much ability in Random Forest to cope with noise. With 

decision-making that is data-driven, irrelevant data points contribute much less to the 

projected actions.It works with outliers and has a high tolerance to noise too. 

• Non-Parametric Nature: Random Forest does not impose preliminary restrictions on the 

specific data models as occurs in the case of other methods such as liner regression. It is 

quickly becoming adoptable among different resource constraints and conflicting 

vocabulary.It represents data in an intricate manner without having a qualitative limit. 
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• Feature relevance Estimation: The Random Forest determines the quality of the 

characteristics. It evaluates per function's impact on variance elimination. Helps at feature 

selection and doing data analysis. 

• Handling Missing Data and Outliers: On top of that, Missing Data is well-managed by this 

machine learning algorithm. This eliminates the RFI (remotely sensed data), imputation, 

and outlier elimination. Outliers rate is decreased by the effect of ensemble averaging, this 

owing. 

• Numerical and Categorical Data Handling: Random Forest can manage either an arithmetic 

or categorical data. At the core, it carries out random selections of the features that are 

necessary for the training. 

2.3.4. Disadvantages of Random Forest 

Computational Complexity: On performing this with a large number of trees or training on large 

datasets, the Random Forest could be computationally intensive.Each separate tree is trained 

individually taking plenty of work to process these forecasts which involve combining the models. 

The multi-featured nature of Logistic Regression can contribute to wider training durations and 

larger memory usage which may be more prominent on systems with limited resources. 

Memory Usage: Big data and deep trees forces Random Forest models to use large memory 

of RAM. Each model tree in the forest has a collection of items: a training data, a feature splits, 

and a leaf node predictions. The number of trees is directly proportional to how memory is utilized. 

It follows that the storage issue that may arise from large trees or deep tree structures may become 

a bigger problem with low hardware specs. 

Prediction Time: While the Random Forest model had a really high success rate during 

training, it takes more time to get the predictions burnt. Through this process of observation, the 

entire data set will be sent to the trees of the model where they would go through multiple decision 

trees. This surplus of additional time would damage real-time like applications or those that need 

quick responses. 

Lack of Interpretability: Random forests fall into the category of “black box” algorithms. 

Making a lot of decision trees too, it becomes hardish to understand the reasons that stand at the 

back of each prediction.With feature importance metric, features that really matter can be 

identified, but the complex nature of interactions between feature may still be obscure. 
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Overfitting: Random Forest can subsequently have the issue of "overfitting". The model 

might learn noise or some patterns in the training very appropriately and it can under fit to the 

general situation where the data is new and unknown. Model complexity should to be balanced to 

avoid the issue of overfitting will allow or maintains the prediction accuracy in the real world.  

2.4. SVM 

2.4.1. History of SVM 

In 1992, a new, exceptional modle was shown - the SVM. The SVM approach–developed by 

Vladimir N. Vapnik and coworkers at AT&T Bell Laboratories–constituted an abrupt 

technological leap in machine learning. SVM algorithm is practically designed by Vapnik and 

Chervonenkis in the early 1970s. It becomes more methodical by using the statistical learning 

framework, i.e. the VC theory. SVMs ought to be understood as preferable prediction clues for the 

answer of classification and regression queries whatsoever [43]. 

 Key Concepts of SVMs, binary Classification:Basically SVM Given some labeled training 

sample set (both of which belong to two different categories) generate a model. New unlabeled 

cases are assigned to either out of the two depositories [44]. SVMs are non-probabilistic binary 

linear classifiers that are aimed at recognizing the linear classes to put a margin between them.  

Geometric Representation: SVM model includes instances in the form of points of a vector 

field of large-dimensional space. The idea here is to develop an effective hyperplane (linear 

classification way) with greater margin distance between the two classes. 

The newly acquired data points are then arranged in this new space and characterized based on 

their position in the gap. Kernel approach for Non-Linearity: The SVM kernel feature approach is 

effective in feature space nonlinearity [45]. 

With the help of nonlinear association representation by mapping to a high dimensional space, 

SVMs depict complex relations. Kernel SVMs, on the contrary, increase the concept’s basic 

meaning, permitting for flexible modeling. 

            Unsupervised Learning with Support-Vector Clustering: When data retains no labels, then 

supervised learning isn’t applicable. The vector support clustering method (SV) developed by 

Hava Siegelmann and Vladimir Vapnik helps to classify unlabeled data. It naturally groups data 

and is simultaneously capable of assigning new data points correctly. 

Practical Applications: SVMs have found uses in several domains [46]: 
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Biological Sciences: To make animal proteins such as eggs and meat, one needs to accurately 

classify their species. 

Industrial Clustering: Support-vector clustering, a methodology often used in industrial settings. 

2.4.2.  SVM Working Process 

The support-vector machine algorithm specifically selects a hyperplane or a group of hyperplanes 

in the higher or infinite dimensional space, which are helpful for classification, regression, or other 

tasks, such as finding outliers. Conceptually a large functional margin, which is the longest 

distance between the hyperplane and nearest training data point of any class, decreases the average 

error of the classifier on the general data [47]. Transformation fron Non Linear to Linear svm 

shown in Figure 3.  

                         

Figure 3 Transforming from Non Linear to Linear[125] 

   Linear Separation Challenge: Approximately in many cases, the problem is already inside 

finite-dimensional space. But the kind of discrimination on those sets may not be linear per se in 

such space. In order to cure this problem researchers proposed that instead of mapping original 

space on plane space higher dimensional space is mapped. Mapping to Higher Dimensions: The 

goal is to move data into a higher-dimensional space where it is easier to scrutinize the distances 

between objects. The computational burden should always remain manageable, and therefore the 

connecting links are specified with particular care. And use such mappings for the accurate 

calculation of dot products between input vectors. 

 Kernel Functions: SVMs are using the kernel functions to define these mappings. A kernel 

function is used to measure the similarity of the points coming from the original space in the new 

transformed space. Due to the fact that dot products were mapped out with the help of Kernel 

function, support vectors machine can be looked at as a nonlinear mapping of data into higher 
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dimensions. 

 Hyperplanes in Higher-Dimensional Space: In the bigger-dimension space, hyperplanes 

occur as sets of the points. They are linked with each another through a constant number product 

with a vector in that frame. These hyperplanes accelerate with the help of vectors which are made 

up of linear combinations of pictures of feature vectors from their original data. 

 Relative Nearness Measurement: A possible test point lies at proximity to data points from 

various closely related data sets. The aggregated computation of the evaluation kernels is 

calculated to find the relative amount of closeness of the test point to the data points. The result in 

this is the spread of decision even on complicated non-convex sets when the original domain is in 

the transformed domain.  

Linear SVMs aim to find an uppermost hyperplane in an N-dimensional space which 

divides the two classes of data. Hyperplane, which is referred to as a hyperplane, is a plane that 

divides input or output points into two separate classes thus creating a feature space. 

Hyperplane and Margin: Consider two independent variables: that such a system should be 

implemented. Here, added label with blue and red means representing class labels. The purpose of 

this is to determine the maximum straight line (which may be also a hyperplane) that has data 

points on both sides. The main idea is to promote the spreading of the subsequent points of various 

classes into the space among them. 

Maximum-Margin Hyperplane (Hard Margin):The right hyperplane in a sense, ensures that 

the gap (margin) between the classes is the maximum. It just stipulates that classes are separated 

in the areas they occupy as much as possible. By example, SVMs achieve robustness by ignoring 

any inner errors and by emphasizing the overall separatrix. 

Handling Outliers: SVMs, like the rest of the strategies built on the basis of the statistics 

methods, are flexible to outliers. It finds the hyperplane that best balances between splitting and 

adaptive co-evolution. Linear SVM Classifier (12), where y is the output of the classifier. It's 

typically a binary value, meaning it can take only two possible values, often denoted as 0 and 1, y 

is represents the weight vector, which contains the weights assigned to each feature in the input 

vector x, x represents the input feature vector. 

                                                         𝑦̇ =
0:𝑤𝑇𝑥+𝑏<0
1:𝑤𝑇𝑥+𝑏≥0                                                                           (12) 

Hard margin linear SVM classifier (13),where w represents the weight vector, wt denotes 

the transpose of the weight vector. 



TBU in Zlín, Faculty of Applied Informatics 33 

 

 

 

                                                      𝑚𝑖𝑛
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𝑤𝑇𝑤 = min
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||𝑤||

2
                                              (13) 

  

Linear SVMs and Their Limitations:  A truly first hyperplane method, which produced a 

linear classifier, known as the maximum- margin method, was introduced by Vapnik in 1963. 

However, information extraction from real life is oversimplified as it does not abide to the linear 

separability. Matching with the accuracy of a linear SVM is stated inability to deal with the 

complication of nonlinear decision boundaries.In the year of 1992, Bernhard Boser, Isabelle 

Guyon and Vladimir Vapnik introduced a totally novel concept that started the revolution. The 

authors utilized the “kernel approach” that Aizerman et al. suggested previously and then 

developed max-margin hyperplanes based on that. The end product,  get the identical technique 

like before, but the vector component is replaced with nonlinear kernel functions. 

 Kernel Trick and Transformed Feature Space: The kernel procedure SVMs to fit 

hyperplanes of greatest distance from the sample space. Such way is the most likely to be complex 

dynamics and even multidimensional. Still the classifier always stays a hyperplane in the 

maximised space but becomes nonlinear in the primary input space. 

Generalization Error and Sample Size: While SVM is operated in higher-dimensional 

feature space, its generalization error is beginning to increase. But as long as it gets enough data, 

the computer algorithm still delivers. Non-linear SVMs ranged from complicated to powerful. 

Kernels: 

 

                                       𝑘 = (𝑥𝑖 , 𝑥𝑗) = (𝑥𝑖 ⋅ 𝑥𝑗)
𝑑

                                                          (14) 

 

                                           𝑘 = (𝑥𝑖 , 𝑥𝑗) = (𝑥𝑖 ⋅ 𝑥𝑗 + 1)
𝑑

                                                       (15) 

                           

                                        𝑘 = (𝑥𝑖 , 𝑥𝑗) = exp(−𝑦 ∥ 𝑥𝑖 − 𝑥𝑗 ∥2)                                                (16) 

 

                                       𝑘 = (𝑥𝑖 , 𝑥𝑗) = tanh(𝑘𝑥𝑖 ⋅ 𝑥𝑗 + 𝑐)                                                   (17) 

 

Polynomial Kernel (14): where: d represents the degree of the polynomial (a positive 

integer).signifies the dot product of the feature vectors.  
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Shifted Polynomial Kernel (15): Similar to the polynomial kernel, the shifted polynomial kernel 

also acts on dot products of feature vectors.  

|Gaussian (RBF) Kernel ( 16): where: y is a scaling factor (typically set to -1 or 1).  |x_i - x_j| 

indicates the Euclidean distance between the feature vectors.  

Hyperbolic Tangent (Tanh) Kernel (17):  where: k and c are parameters that influence the form of 

the kernel. 

2.4.3. Advantages of Support Vector Machine  

• SVM is usually a good tool to when there is a tight grouping of classes or much overlapping 

between the classes. 

• SVM method can operate more efficiently in spaces with large dimensions. 

• SVM has been found in the situations where dimensions are greater than the number of 

samples. 

• SVM has some aspects of memory efficiency since it needs to consider only a subset of all 

the support vectors. 

2.4.4. Disadvantages of Support Vector Machine 

• SVM method is excellent for moderate sized data; however, it becomes an inefficient 

method for extremely large data sets. 

• SVM badly fails when the data set is flooded by noise with the spillage of target classes. 

• Under such conditions when the number of features for each data sample outweighs the 

number of training data samples, the SVM does not ‘work its magic’. 

• Because the Support Vector Machine analyzes samples by which way data points are 

located, above and below the classifying line, the point of view has no probabilistic 

argument the classification. 
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2.5. Logistic Regression 

2.5.1. History of Logistic Regression  

The logistic regression model or the Logit model that stemmed from the natural situation at the 

beginning of the twentieth century. The idea of the log-ODDs was introduced in 1944 by Joseph 

Berkson [8], explaining why the likelihood of a specific event taking place cannot be equal to 1. 

The econometric model which considered employment as the major economic indicator gained 

wide dissemination because of its adaptability across different fields: 

• Unobserved Latent Variable Approach: The first technique is “logistic regression” which 

presupposes an unseen or latent variable as a causal factor that is responsible for paying 

individual’s some observations. Take for example the circumvention of a person as he or 

she reflects about to take a chance at the workplace. The movement applied here stands on 

the form of comparison of an unimpaired reservation wage with the present market rate. 

They will turn up in the market if the pay from the job exceeds their reservation wage. 

Otherwise, their work force participation will drop [8][9]. 

• Probability Model: The second method is based on y logistic regression as a probability 

model for the dependent variable. Essentially, it is a system where logarithms (informally 

speaking the log) of the odds of an event depending on one or numerous independent 

factors are used as weights. The transition from the linear combination to probability uses 

the logistic function that transforms the real number from the linear equation to values 

between 0 and 1. Thus the terms of regression being "logistic regression" is employed [10]. 

• In Discrete Choice Model: For the last method to comprehend logistic regression, one has 

to understand logistic regression through the lens of random utility theory or discrete 

choice models. In such scenarios, the models have cases when people encounter different 

choices (for instance, a choice of different option as item, position or means of 

transportation). With logistic regression, we devise an algorithm for prognosing the chance 

of opting out of some alternatives upon these explanatory factors. [11] 

Applications and Extensions: Binary Logistic Regression [12]: The most typical use case 

comprises a single binary dependent variable (coded as 0 or 1) and one or more independent 

variables (either binary or continuous). It has been frequently applied since the 1970s [12] for 

modeling probabilities connected to binary outcomes, such as forecasting team victories, patient 
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health, and more.  

 Multinominal Logistic Regression  [13]When dealing with categorical variables with more 

than two potential values (e.g., picture categorization into numerous classes), the binary logistic 

regression may be expanded to accommodate multiple categories.  

 Ordinal Logistic Regression: If the categories are ordered (e.g., degrees of satisfaction), 

ordinal logistic regression offers an appropriate extension [14]. 

2.5.2. Logistic Regression Working Process 

Machine learning involves forecasting both of values types and their qualities. The “backward 

kind” is commonly referred to as regression, while the latter is a situation where the way to 

determine the input features is on continuous variables, and the type of prediction is a numerical 

value. Contrary to a situation face with a quantitative forecasting (routing), have a classification 

challenge. Classification problems cover such case as an assurance of target user’s preference for 

an item and also a decision on whether the user will get to see the internet advertisement.[48]. 

 While some algorithms deterministically classify the data into categories in this fashion, 

not all algorithms immediately distinguish themselves to this binary dichotomy. It is a diverse 

model that should be studied closely. Regression Roots with a Twist: Logistic regression belongs 

to the regression-based family with the one exception that is its deviation from the linear regression 

scheme. In contrast with linear regression that only considers the continuous attributes to estimate, 

logistic regression efficiently works with both continuous and discrete independent features [49]. 

Along with a numerical form as a result of its operation the provided class is of qualitative 

character e.g. something like “Yes/No” or “Customer/Non-customer”. 

 Analyzing Relationships and Assigning Probabilities: In the case of practice, logistic 

regression calculates the correlations between certain variables. For the same, SNN adopts the 

sigmoid function (aka the logistic function) to check the probability of certain event happens. 

Through this procedure the analysis of the numerical results helps to strengthen the possibilities 

of results from less to 1.0. The possibility of an event happening is the basis for the probability,” 

probability” is the term for the probability.For example, have 50% as our cut-off point (which is a 

threshold). One a threshold is reached (e.g., it is x out of y), then replace the example into one 

group (e.g., Group A); otherwise, it belongs to the other group (Group B). The figure of Logistic 

Regression as shown in Figure 4. 
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Figure 4 Logistic regression[126]                                      

A hyperplane is used as a decision line to divide two categories (as far as practicable) after 

data points have been allocated to a class using the Sigmoid function. The class of future data 

points may then be predicted using the decision boundary.  

A logistic function, which goes by the name logistic regression, is used by the Logistic 

Regression to estimate the value of the observations and their corresponding probabilities. The 

sigmoid function refers to a curve that plots a real number to the range of 0 and 1, and the shape 

of the curve is referred to as S [50]. 

Besides, the estimate of the sigmoid function (obligatory probability) is greater than the 

threshold of the graph if the model suggests it is of that class. If the probability is less than the 

threshold point set, the model is predicted the instance is not subscribed to the class. 

The sigmoid function is referred to as an activation function for logistic regression and is 

described as (18):   

𝑓(𝑥) =
1

1+𝑒−𝑥
                                                                (18) 

e = base of natural logarithms, value = numerical value one wishes to transform 

Logistic Regression sigmoid function (19):  

 

𝑦 =
𝑒(𝑏𝑜+𝑏𝑖𝑋)

1+𝑒(𝑏𝑜+𝑏𝑖𝑋)
                                                              (19) 
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Where, x = input value, y = predicted output, b0 = bias or intercept term, bi = coefficient 

for input (x) 

2.5.3. Advantages of Logistic Regression 

• Linear Separability and Performance: In the situation when the information is separable on 

a line, logistic regression does a good job. The point of dividing two classes can be roughly 

presented by a line whose slope is a linear function. Thus logistic regression is appropriate. 

Since it works simply and good, it can utilize in particular cases where the connection 

between character and achievements require a straight line to conclude. 

• Resistance to Overfitting: The logistic has less possibility of a fallacy like “the more 

connected model” (such as decision trees and neural networks) becoming even better than 

what it was intended to do. Even though overfitting becomes much less of a problem in 

high-dimensional samples, it still can take place.  

• Interpretable Coefficients: The main views of logistic regression is to explain how much 

contribution has each trend for accountability to the final decision making. The bivariable 

correlation between each trait on the one hand and the result on the other hand is depicted 

by the graphs Putting of the factor with bigger magnitude the influence on the prediction 

will be bigger. In general, small factors mean small error. 

• Convenience of Use and Understanding: Logistic regression is easy to use, especially in 

the light of the models that have a lot of differences. The categories define all the areas that 

can be affected by certain decision. Interpretability is a key advantage: this allows you to 

notice easily how the effect of all traits is put all together so the expected chance can be 

calculated. Furthermore, the model’s result (probabilities) bees parsed into classifications 

that can be use for decision-making. 

2.5.4. Disadvantages of Logistic Regression 

• Assumption of Linearity: Apart from the straight-line assumption about the dependent 

variable and the independent factors, logistic regression is one of the critical constraints. 

The line between real life data and ideal sentences is rather blurred. Furthermore, majority 

of the datasets present intricate activities which cannot be simply fitted with linear 

modeling. In the event that the underlying bond is intricate, logistic regression could 

possibly give the wrong judgment as a consequence. 
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• Observations and Features: A further aspect that take attention is the ratio between the 

number of variables (samples) and number of traits (predictors).In case the data is really a 

small fraction of the number of features, logistic regression may not come up with a very 

accurate answer. Gen these instances, the model will quite possible overfit the model and 

will fit the noise in the data instead of the underlying trend. 

• Discrete Predictions Only: Logistic Regression is geared to classifying incoming data into 

either an event or non-event. The consequence of this is an estimate which has a certain 

level of chance, which after thresholding becomes the basis of binary decisions (e.g. 

“Yes/No” or “Customer/Non-customer”). As a result of that, logistic regression is totally 

consumed by a specific number set (0 or 1 most likely). Brief characteristic of this 

limitation causes shortcomings when using data which is constantly updated. As an 

example, the precision of the estimated numeric values such as (e.g., regressing of house 

prices) is much passed the limit of logistic regression. 

2.6. Naive Bayes 

2.6.1. History of Naïve Bayes 

Bayes’ Theorem [15]: Naive Bayes’ depend on the foundation of Bayes theorem which is named 

after Thomas Bayes (1702–1761) who was a reverend by religion. Bayes’ formula is the type of 

tool to revise our standpoint about an event after a stage of gaining new information. Thomas 

Bayes: The English mathematician and Presbyterian minister, Thomas Bayes, is the next 

prestigious mathematician to be studied in this article. He was into learning how to find a 

distribution for a chance distribution. He worked with the binomial distribution. 

 Posthumous Publication [16]: During Bessesses’ death, his colleague Richard Price have 

edited and distance his research at the beginning of the 1763 year. Rather than unveiling the 

paradigms of Statistical Inference, the featured article introduced derivations of the famous rule of 

probability named after Thomas Bayes.  

 The Naive Bayes Classifier: Naive Independence Assumptions: The name “naive” in naive 

Bayes testifies to the fact that making strong assumption of independency in the classifier. Certain 

of the assumptions are meant to simplify the model for the purpose of representation but may not 

be realistic in the real-world situations. 
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 Classification: Naive Bayes is a statistical classifier  classification. It implies the case is 

more likely out of a collection comprising of a single class because of its distinctive features.  

 Sigmoid Function [17]: The meaning of naive Bayes is a probabilistic output. Applying the 

Sigmoid function, there is a transition from 0 to 1.0 of the model input ordinal values. This step of 

the probability is an opportunity to evaluate the chances that it will happen. 

 Historical Debates: Stephen Stigler’s Suggestion in 1983 [18], Stephen M. Stigler indicated 

that the method of disclosing probability, known nowadays as Bayes’ theorem, was invented by 

Nicholas Saunderson about 60 years before Bayes. Saunderson was an unseeing whom worked on 

probability theory, not accounting for the misbehavior of the dice. 

 Edwards’ Dispute [18]: Although Stigler did not quote it, A.W.F. Edwards re-read 

Hartley’s Works (1749) and came upon a clear reference to Bayesian argument [51]. 

2.6.2. Naive Bayes working process 

The Naive Bayes classifier is a classification method which is directly derived from Bayes' 

Theroem. This misconception can lead to the wrong assumption that underlying all the traits linked 

to the goal value there is total independence. 

 Probabilistic Decision Making: Bayes theorem calculates probabilities of each class based 

on quantitative characteristics of given data. Following that, the expected number of days in class 

to complete the course will be selected among the classes with the highest probability [52]. 

 Applications and Strengths: Naive Bayes has been widely applied for multifarious 

objectives and it is the very reason for this classification algorithm to stand out in the issues of 

natural language processing (NLP). Its simplicity, quickness and competency to deal with the vast 

set of data make it a solution for some problems. 

 Bayes’ Theorem: Bayes Theorem considers probability related to the establishment of 

chances of occurrence of a given event based on the past experience of factors related to the same 

event in the past. It handles the pre-existing views (prior probability) along and with new data 

(likelihood) in order to make us able to understand the case more clearly (posterior probability) 

[53]. 

 Naive Bayes classifier assumes that the traits uses to predict the target are separate and do 

not affect each other. While in real-life data, traits rely on each other in identifying the target, but 

this is ignored by the Naive Bayes algorithm.  Though the independence claim is never right in 
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real-world statistics, but often works well in reality. so that it is called “Naive” [54]. Formula of 

Naïve Bayes step by step (19), Where: y represents the class labe,X represents the feature vector 

(e.g., (x1, x2, xn)),(P(X|y)) is the likelihood of the features given the class,(P(y)) is the prior 

probability of the class,(P(X)) is the evidence (total probability of observing the feature vector) 

and acts as a normalization factor. 

                                                        𝑃(𝑦Ι𝑋) =
𝑃(𝑋Ι𝑦)⋅𝑃(𝑦)

𝑃(𝑋)
                                                           (19) 

Evidence(20): 

 𝑃(𝑦Ι𝑋) = 𝑃(𝑥1, 𝑥2, … , 𝑥𝑛Ι 𝑦) = 𝑃(𝑥1 Ι 𝑥2, … , 𝑥𝑛,  𝑦) ⋅ 𝑃(𝑥2Ι𝑥3, … , 𝑥𝑛,  𝑦) … 𝑃(𝑥𝑛 Ι 𝑦)   (20) 

Likelhood break up (21):  

𝑃(𝑋𝐼𝑦) = 𝑃(𝑥1𝐼𝑦) ⋅ 𝑃(𝑥2𝐼𝑦) … 𝑃(𝑥2Ι 𝑦)                                      (21)  

Posterior Probability(22): 

                                           𝑃(𝑦 Ι 𝑋) =
𝑃(𝑥1𝐼𝑦)⋅𝑃(𝑥2𝐼𝑦)…𝑃(𝑥𝑛Ι𝑦)⋅𝑃(𝑦)

𝑃(𝑥1)⋅𝑃(𝑥2)…𝑃(𝑥𝑛)
                                          (22) 

Result(23):  

                                        𝑦  =  arg
𝑚𝑎𝑥

𝑦
x𝑃(𝑦) ∏ 𝑃(𝑥𝑖 Ι 𝑦)𝑛

𝑖=1                                          (23) 

2.6.3. Advantages of Naive Bayes 

• Efficiency and Speed: Naive Bayes is quick and accurate, thus, its use of parallel 

processing as well as hardware-based technology for it to be appropriate for real-time 

applications and huge data sets. The simplicity of its learning and prediction has a 

convenience advantage of ease at training. 

• Multi-Class Prediction: With NAIVE-Bayes, problems of multiclass classification become 

easily manageable. It is capable, when there are more probable classes than when you want 

to predict, to handle situations. 

• Less Data Dependency: If the assumption (indicates a correlation) of independence that 

features being unrelated still holds true, the implementation of Naive Bayes method may 

be successful by virtue of its being data-based.It can make recommendations faster taking 

fewer steps, because compared to certain other models, it is more reliable. 
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• Categorical Input Variables: Naive Bayes face no problem when working with categorical 

input variables thus the attainment of high accuracy is possible. It has no difficulty dealing 

with discrete features (indicators: word categories, frequency of words). 

2.6.4. Disadvantages of Naive Bayes 

• Strong Independence Assumption:One of the most typical fallacies is a thought that certain 

characteristics are independent of each other in real world data. In reality, personality traits 

often demonstrate complicated relationships which are not that simple and refreshes this 

notion. 

• Zero-Frequency issue: Bayesian Naives construct zero-frequency problem. If the category 

of a categorical variable was not detected at training time and was unseen, the model will 

assign this category zero probability. Once encounter this issue, use of smoothing 

techniques (like Laplace smoothing) prevents zero probability. 

• Estimation Errors: Naive Bayes classifier can generate probabilities at any point, but they 

can be wrong sometimes. It is possible that this weakening of the method may lead to 

inaccurate predictions based on its narrow approach. 
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3. BENCHMARKING DATASETS  

3.1. Datasets 

In the field machine learning as well as Artificial intelligence (AI), the dataset means a collection 

of data (multiple sources) that serves as a training and evaluating tool for algorithms and models. 

This data serves as a basis of successful development of machine learning systems since it provides 

the needed input and output formats that create a learning landscape for algorithms to acquire 

information from [19]. 

 Essential aspects about datasets: Structured Data [20]: By " structured data", means 

information that is presented is a specified one, such as that of a spreadsheet or a database table. 

Working the software is user friendly it comes as preformatted. 

 Unstructured data, similarly, consists of the data that do not have a specific structure or 

layout. Accordingly, examples in question will cover typographic elements, graphic 

representations as well as audio and video recordings. Machine learning and AI may begin with 

deriving unstructured data and then require further processing to arrive at the desired conclusions. 

 Researchers and developers can easily use the public datasets for evaluating their 

algorithm’s performance and analyzing the AI systems. The general public could make these 

databases to their own use. When data is held by companies it is determined a private dataset. It 

remains undisseminated in the public record. Through these sources, data access is limited to 

certain people or groupings. 

 Generated Datasets: Differ from these data sets that is created for machine learning and 

artificial intelligence algorithms only. Their role is instrumental in the process of getting new 

regimes alive and thriving [71]. 

3.2. Key difference of classificationn and regression datasets  

Classification 

Objective: The classification predicts the group name or class that the data point belongs 

to.Target Variable: The final variable in the model of classification possesses a categorical nature; 

its task is to show various classes that are defined as separate labels. Let’s say that the process 

consists of checking whether an email is spam or not. 
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Examples: Predicting a customer leaving (could be yes or no). Pinpointing the species 

classification of the plant is given as an example (iris setosa, versicolor or virginica). One critical 

application is identifying fraudulent transactions (identifying/fraud or not fraud ) [21]. 

Regression  

 Objective: Unlike in Regression where the target is a continuous value rather that classes. 

 Target Variable [22]: The continuous variable (where the regression relationship is wide-

ranging) in the regression function is the output variable, since it connects to real-valued quantities. 

In such cases as predicting house prices, temperature or rainfall as examples. 

3.3. Benchmarking  

Baselines datasets are indeed the foundations for what is the proper performance assessment and 

comparison of the classifier algorithms. 

Steps for effective Benchmarking:  

1) Select Diverse Datasets: The selection of varied data sets is key since it enables us to 

test that how leveling algorithms will work in a different context. By compilation of datasets 

endevouring a variety of problem settings, aim to make the models more generalized. Model 

overfits with particular traits of that given dataset. The variability of datasets help us assess 

whether our algorithms are working properly when dealing with data sets distributed differently, 

feature space and class imbalance [56].   

2) Preprocess Data [23]: Dataset will first undertake a data preparation process, including 

cleaning and transforming the raw data for the training of machine learning models, which will 

yield the desired results. Natural language processing consists of three basic stages pre-processing 

in this case guarantees that the data is consistent, free from noise and ready to receive analysis. 

Missing data handling, feature scaling, and local encoding are the most frequent preprocessing 

steps at the initial stage.  

3) Split Data [24]: It is of extreme necessity to split the dataset into different folders 

“training, validation, and test sets”. Separate subgroups to: Train the model: The model therefore 

take into account all this data. Use our artificial intelligence writing assistant to unlock your full 

potential as a writer. 

 4) Tune hyperparameters: Parameter adjustments are attempted in aiming for best 

performance. 
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5) Assess generalization: The output of the model is tested to check how accurately the 

data it did not come across before is guessed [57]. 

 6) Scaling Process [25]: Scaling adjusts the range of features to a common scale. It helps 

algorithms work better by preventing features with larger scales from dominating those with 

smaller scales. 

 7)  Evaluate Algorithms  [26]: Do multiple training classifications (like Support Vector 

Machines, K-Nearest Neighbors) on the training data. Comparing the different algorithms allows 

us to choose the best-preforming one algorithm for our particular settings. Some algorithms may 

be better at one task than the other but some other algorithms could be very good at different 

things. Finally that is how to make a decision. 

 8) Metrics: One of the things you need to do when comparing different algorithms' 

performance is to use accurate evaluation metrics. Typically people work with, for example, 

accuracy, precision, recall and F1-score [58]: 1)Accuracy evaluates total correctness, 2)Precision 

focuses on true positive predictions, 3)Recall puts more emphasis on getting all rational 

affirmances, 4)F1-score balances precision and recall. 

Except typical metrics, there are also rare metrics which are aslo used in practical part of 

this thesis:  

Out-of-Distribution Detector [27]: An OOD detector system makes the decision of whether a given 

input belongs to an already known distribution or falls into a new, unseen one. Purpose: OOD 

detection has to do with the reliance, safety, and generalization of the system since whatever is not 

recognized is most likely an outlier. Through identification of samples that have significant 

dissimilarity from the training data, our algeria paper checking system wouldn't be prone to errors 

on unknown samples. 

 Anomaly Detection Score [28]: Anomaly detection scores assess how unlikely, out-of-

place, or uncommon a data point is within a data set. Purpose: Classifying irregularities, or outliers, 

is vital in such applications like scam identification, fault detection, and quality checking.  

 Transferability [29]: Transferability means to what extent model is able to transfer 

information it learned on one task to another semblable task. Purpose: Knowing the transferability, 

in turn, makes more effective use of pre-trained models and fine-tuning techniques for faster work 

with the better speed and quality. 
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 Prediction Interval  [30]: Average prediction interval is an area showing the range of 

expected future observations. Purpose: In contrast with point estimates (for instance, mean), range 

estimates take into account aleatoric and epistemic factors and are useful in making decisions 

(adapted). 

 Average Brier Score Loss [31]: The Brier score measures the statistics of calibration 

Purpose: The smaller Brier score implies that the model is effectively calibrated that assist to 

identify the probability of correct prediction for uncertainty calculation. 

 Adversial Distance: Adversarial distance measures the degree to which the model’s 

forecast amplifies after exposure to negative shocks. Purpose: Being immune to attacks by 

unwelcomed threatens plays an imperative role in security and dependability. 

 Noise Evaluation [32]: Measurements in noise evaluation is used to examine how the 

evaluation of the noise (random errors) affect models' performance. Purpose: In addition to noise 

resistance, strong models are also built to function even in the most difficult working conditions. 

 Mutual Information [33]: The factual relationship between two random variables is 

captured by mutual information a measure. Purpose: That embraces feature selection, knowledge 

of relationships and knowledge gain 
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4 ANALYZES FOR PREPARED BENCHMARK TEST  

In experiment used 100,200 and 300 amount of data for train and test 3 datastets with 

classification and regression by appearing on experiment of 3 different sources. 

4.1.  Select Diverse Datasets 

Digits Dataset [34]: The digit dataset comprises of labelled 1797 grayscale 8×8 images of 

handwritten digits. Data Source: The dataset contains digit images that have been written by 

ground:1) Using it in our analyzes:  The load_digits function from the scikit-learn module is used 

to load a dataset of handwritten digits into the variable data,2) Choosing amount (300) [35] of data 

which will train and text: Create a pandas DataFrame named "digits" that contains the pixel data 

of handwritten digit pictures from the data dictionaries. Then, slice the top 300 rows of "digits" to 

create a new DataFrame named "digits_300" that only includes these entries. 

Wine Dataset [36]: As a representative of multi-class classification datasets, Wine dataset 

is a classic. Data Source: This tabulation will contain the outcome of the wine chemical analysis 

with a specific place of the production:1) Using it in our analyzes:  The load_wine function from 

the scikit-learn module is used to load a dataset of handwritten digits into the variable data, 2) 

Choosing amount (100)  [37] of data which will train and text : Create a pandas DataFrame named 

"digits" that contains the pixel data of handwritten digit pictures from the data dictionaries. Then, 

slice the top 100 rows of "digits" to create a new DataFrame named "wine_100" that only includes 

these entries.  

 Diabetes Dataset [38]: The Diabetes dataset, known as a regression dataset, is famously 

used in diabetes model determination and validation. Here are the key details:Here are the key 

details: Data Source: The database is NIH-maintained and can be found at the National Institute 

of Diabetes & Digestive and Kidney Diseases website: 1) Using it in our analyzes: The 

load_diabetes function from the scikit-learn module is used to load a dataset of handwritten digits 

into the variable data, 2) Choosing amount (200)   [39] of data which we will train and text : Create 

a pandas DataFrame named "digits" that contains the pixel data of handwritten digit pictures from 

the data dictionaries. Then, slice the top 200 rows of "digits" to create a new DataFrame named 

"diabetes_200" that only includes these entries. 
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4.2. Preprocess Data 

Preprocess for digits, wine and diabetes datasets: Step 1: x is allocated the values of all rows and 

all columns save the final column, thus extracting the features (pixel values of the pictures), Step 

2: y is assigned the values of the last column of all rows, typically containing the target labels or 

outputs (though in the context provided, this might be an error unless the last column indeed 

represents labels, as the digits DataFrame originally contained only pixel data from data['data'] and 

no target data). Step 3: dataset is allocated the values of x, which are the characteristics without 

the target. Step 4: x and y are now numpy arrays with the relevant feature and (hopefully) goal 

values from the digits DataFrame. In both classification dataset have function dataset = x, due to 

the fact for function in rare metrics which for noise evalution.  

4.3. Split Data 

For all three datasets are used same way for splitting: divides the arrays x and y into training and 

testing sections using the train_test_split function from the scikit-learn library: 1) xtrain and ytrain 

is the training set where feature and targets are subsets of them, 2) The training sets associated 

with the features are sometimes called xtest and the targets are named ytest. The test_size=0. The 

second statement is that 20% of the data should be absconded for testing set, 3) The function is 

called with a seed value 1 which ensures that the split argument is repeatable; every-time the code 

is run the same random split will occur. 

4.4. Scaling Process  

For all three datasets i used same way for scaling MinMaxScaler:  1) scales the training features 

using the fitted scaler object, 2) apply the same scaling to the test features (xtest) without 

refitting the scaler. 

This ensures that both the training and test data are scaled in the same way, maintaining 

consistency in the feature range across both sets. MinMaxScaler : Scales features to a specified 

range (e.g., [0, 1]) 
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4.5. Evaluate Algorithms for Classification datasets 

• Naive Bayes: trains a Gaussian Naive Bayes classifier on the training data, predicts labels 

for the test features, then outputs both the predicted labels and the real labels  for 

assessment. 

• KNN: trains a KNN classifier on the training data, predicts labels for the test features, then 

outputs both the predicted labels and the real labels for assessment. 

• DecisionTree: trains a  Decision Tree classifier on the training data, predicts labels for the 

test features , then outputs both the predicted labels and the real labels  for assessment. 

• RandomForest: trains a RandomForest classifier on the training data, predicts labels for the 

test features, then outputs both the predicted labels and the real labels for assessment. 

• SVM: trains a SVC classifier on the training data, predicts labels for the test features (xtest), 

then outputs both the predicted labels and the real labels for assessment. 

• LogisticRegression: trains a LogisiticRegression classifier  on the training data, predicts 

labels for the test features, then outputs both the predicted labels and the real labels for 

assessment. 

4.6. Standard Metrics and Analyzes  

For checking accuracy, precision, recall, f1-score same way for both classification datasets: 

calculates the confusion matrix that is a table that contains the counts of true positive, true negative, 

false positive, and false negative predictions. Sums up a textual report of the precision, recall, F1-

score, and support that is calculated for each class and gives the average values across the classes.                                       

For checking Mean Squared Error(MSE),Mean Absolute Error(MAE)  and R2 Squared(R2)  used 

that functions for diabetes regression dataset: 1) Compute its MSE between the actual target values  

and the prediction results , 2) The MAE was computed for the true target values and the fitted 

values 3) The R-squared (R-squared), computed as the bivariate correlation coefficient between 

the true target values and the predicted values and which indicates, in proportion, the variance of 

the dependent variable that is predictable from the independent variables is elaborated. 
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4.7. Digits dataset benchmarking by metrics  

Table  1  Digits datasets benchmarking by standart metrics 

Classification 

Methods 

f-1 score accuracy precison recall 

KNN 0.07 0.93 0.06 0.07 

Decision Tree 0.10 0.93 0.09 0.10 

Random forest  0.11 0.93 0.10 0.13 

SVM 0.09 0.93 0.08 0.09 

Logistic 

Regression 

0.12 0.94 0.11 0.15 

Naive Bayes 0.08 0.41 0.13 0.10 

 

As shown in Table 1: 1)The KNN has the lowest scores under all above measures. A low 

score of F1 comes across as a statistical representation of the high amount of error rates which 

arise from the imbalance between precision and recall. 2)Decision Tree proves to display a smaller 

enhancement compared to KNN. 3)Random Forest works in the same way as Decision Tree; it 

only considers the learning process is at a rather simplistic level. Recall is slightly better. 4)SVM 

is closely comparable to Decision Tree and Random Forest models in terms of accuracy. 5)Logistic 

regression approach  model performs the best. F1-score scores higher and recall remembers better. 

6)Naive Bayes is great in terms of precision but tends to have looked lower on the F1-Score. The 

cooled F1-score indicates the problem expands the precision and recall balance. 

 By appearing on that table benchmarking of digits dataset is;higher F1 score indicates better 

overall performance and  Logistic Regression has highest and Naive Bayes has lowest score . And  

all methods have similar accuracy (93%), expect Naive Bayes (41%) and Logistic Regression 

(94%). By appearing of all used standard metrics, Logistic Regression most suitable for digits 

dataset and Naive Bayes is most not suitable for that dataset. 

4.8. Wine dataset benchmarking by metrics  

 

Table  2 Wine datasets benchmarking by standard metrics 

 

Classification 

Methods 

f-1 score Accuracy Precison recall 

KNN 0.98 0.97 0.98 0.97 

Decision Tree 0.89 0.89 0.91 0.88 
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Random forest  0.98 0.97 0.98 0.97 

SVM 0.97 0.97 0.98 0.96 

Logistic 

Regression 

0.98 0.97 0.98 0.97  

Naive Bayes 1.00 1.00 1.00 1.00 

                      

As shown in Table 2: 1) KNN has strong performances on all scores of assessment model. A high 

F1 score implies that the classifier exhibits good behavior of precision and recall in the same time. 

2) Decision tree algorithm performs better when compared to K-nearest neighbors algorithm. 

However, KNN performs better when it comes to F1-score and accuracy. The accuracy is rather 

good, but the recall rate is sadly poor. 3) Random Forest appears to be adequate, maintaining a 

score similar to the KNN algorithm and with a good balance of precision and recall.  4) SVM 

everything is done on high precision, and such system is characterized by the good general 

disposition.The recall value had a relatively inferior result to the random forest and KNN 

algorithm. 5) Logistic Regression also performs well compared to both KNN and Random Forest 

models. Succeeding to get the course of F1-score not alongside the no balanced trade-off of 

precision-recall. 6) Naive Bayes is an ideal method because of all standard metrics, it reports zero 

errors. In the meantime, the accuracy of a model should not be overestimated unless the 

regularization is incorporated to avoid overfitting and the unique features of the data are taken into 

consideration. 

By appearing on that Table 2,  Naive Bayes is absolutely winner and perfect performance 

with testing of all 4 metrics. Other algorithms have a bit same scores around 0.97-0.98 on the 

middle expect Decision Tree which has around 0.9 only. Naive Bayes is most suitable for wine 

dataset , cause it uses probability function and predict something is easier with probability when 

you have only 3 types of wine. At the same time Decision did not made high performance like 

other algorithms. 
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4.9. Diabetes dataset benchmarking by metrics  

Table  3 Diabetes datasets benchmarking by standart metrics 

 

 

As shown in Table 3 :1) The KNN model has quality ratings such as MAE and MSE. The high R2 

score of 0.26 implies that KNN gives only 26% . 2) Decision Tree performs better than KNN from 

the aspect of MAE and MSE, with MAE and MSE of 0.465 and 0.501. The R-squared coefficient 

(R2) is negative (–0.22) indicating that, using this model, performance is even lower than just a 

mean prediction. 3) Random Forest was better than KNN and Decision Tree based on MAE and 

MSE for each target variable. So, the fact that R2 score, which equals 0.29, is higher compared to 

KNN and Decision Tree, shows a better action at a certain level, but still it is not purely predictive. 

4) Compared to SVR, Random Forest has greater MAE and MSE values. The R-Squared of 0.15 

credits the model with limited explanatory power. 5) The Logistic Regression is the best solution 

of the methods executed. MAE and MSE of R2 are the lowest, whereas R2 (0.44) is indicating 

more fit compare to others. 

From the provided indicators, conclude that in the cases Logistic Regression shows better 

performance than the others. Because of its lower error level and better fit, it has wide application. 

4.10. Rare metrics and analyzes 

For all methods , same functions to get our rare metrics for analyzes . 

Below  shown results of them with Naive Bayes with digits dataset ,as an example ,to be able to 

imagine how our table ,will look like  

• Out-of-Distribution Detector: 1)IsolationForest Generates a Contamination Forest 

Isolating Model with an alternative value set to zero. This first assumption referred to the 

anticipated proportion of outliers in the data and thus a way of preventing false conclusions 

Regression 

Methods  

MAE MSE R2 squared 

KNN 47.04 3934.55 0.26 

Decision Tree 63.20 6476.64 -0.22 

Random forest  46.93 3791.25 0.29 

SVR 55.64 4517 0.15 

Logistic 

Regression 

41.97 2992.58 0.44 
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to be drawn from the data, 2)Run the Isolation Forest algorithm on the input data based on 

the input features x, 3)Calculation of the anomaly score of each sample of the test set xtest, 

then, 4) OOD fraction Determines the proportion of samples being the outlier (having the 

score lower than 0). 

• Anomaly detection score: IsolationForest Entrust the model building of the Isolation 

Forest along with the contamination parameter set to 0 this states the expected rate of 

anomalies in the data, and a random seed for the reproducibility of the whole result.  Fits 

the Isolation Forest classifier into this set of x. It predicts the labels of each sample as 

normal or abnormal in  total the number of the anomalies which is elaborated by the count 

of the -1 labels, representing the outliers. 

• Tranferability:  1)Stores the cosine similarity between the logits and the correct labels by 

computing the cosine similarity heuristic, because each output vector from the model 

serves as a single sample, 2) counts the mean Cosine distance between all the occurrences 

to determine the shiftability across the classifier in this task. 

• Prediction Interval: 1)Sets the number of times global and local models should be 

generated in order to apply the Bootstrap method, 2) Prepare a space for the collection and 

analysis of the bootstrap predictions, 3) The all process of loop is carried out by bootstrap 

sampling, which is done by randomly drawing indices with replacement and then 

aggregating the predictions made on those samples, 4) lower_bound and upper_bound are 

computed using np. main. tal value up to the 2.5th and 97.5th percentile of the bootstrapped 

prediction predictions, respectively, lower and upper bands of the prediction interval. 

Lower Bound: If the bottom bound of the confidence interval is small, often it relates to 

the fact that the performance or the metric that is being benchmarked is at the lower end of the 

spectrum. This may indicate that the system or process is behind the expectations or standards set. 

This could be due to factors like environmental spectacles, charm of the rural areas, or the 

stimulation of a new experience into her consciousness.Alternatively, if the lower limit is higher, 

it indicates that the safety is really good or even above the average. 

Upper Bound: It implies that the upper level limit of the prediction interval is very low that 

makes the performance or metric being measured at the higher end of the scaled range. It means 

that the outcome is better than expected or competitive similar indexes. The situation of upper 

bound can be taken as indicative for lower of the performance or later achievement of the expected 

results. 
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• Average Brier Score Loss: 1) determine the number of existing classes in the one-hot 

encoded vector representation of both ypred and ytest,  2) ypred_prob does it by converting 

ypred into probability distributions as one-hot encoded vectors, each element representing 

the prediction, 3) ytest_binary is the function responsible for converting ytest to a binary 

type using the format of one-hot encoding, 4) Brierscore loss is named when a loss of node 

across all classes is computed. They are measured using Brier_score_loss which is the 

mean squared difference between the predicted probabilities and the outcomes, 5) 

mean_brier_score empirically analyzes the average number of classes, which can be 

considered as Brier losses. 

• Adversarial Distance: 1) found Mean Squred Error(MSE) by using the same which was 

used in Standard Metric and Analyzes, 2) √𝑚𝑠𝑒 = 𝑎𝑑𝑣𝑒𝑟𝑠𝑖𝑎𝑙 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒  

• Noise evaluation: No function for noise evaluation in library and after checking formula 

,it was written handly : The purpose is to carry out the data arrangement and instead of the 

mean, the first quartile (q1) and the third quartile (q3) are calculated with np. percentile.  

And finally, for the calculation of the :  IQR = 𝑄3 − 𝑄1 Ireturns the IQR (noise evaluation) 

of the given dataset. 

• Mutual Information:which is the mutual information between actual labels  and predicted 

labels. 

4.11. Digits dataset benchmarking by rare metrics  

Table  4 Digits datasets benchmarking by rare metrics 

 

 

Classification 

Methods 

ODD Anomaly 

detection 

Transferability Prediction 

interval 

95%  

(lower 

bound/upper 

bound) 

AVG 

Brier 

score 

Adversial  

Distance 

Noise 

evaluation 

Mutual 

Information 

KNN 1.000 180 0.0033 0/5.6 0.0088 1.3365 50.0 0.2133 

Decision 

Tree 

1.000 180 0.0046 0/8 0.0084 0.9874 50.0 0.2696 

Random 

Forest 

1.000 180 0.0022 0/7.8 0.0081 1.1353 50.0 0.1565 

SVM 1.000 180 0.0000 0/0 0.0078 2.1409 50.0 0.0000 

Logistic 

Regression 

1.000 180 0.0031 0/6.2 0.0075 1.1055 50.0 0.2208 

Naive Bayes 1.000 180 0.0398 0/8.9 0.0696 2.1036 50.0 0.2198 
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As shown in Table 4: KNN achieves good one-day dynamics and low anomaly detection, but it is 

being carried out poorly / not well. The niche limit the dependability of the forecast deteriorates. 

Over all, KNN is a decent algorithm which is half-decent. Decision Tree is comparable to KNN in 

its so-called features. The larger the variance, the more uncertain it is estimated. Decision tree 

performs moderatly. Random Forest has many similar features with both K-NN and decision-tree 

estimation methods. The prediction margin indicates the probability of error. To sum up, Random 

Forest reasons mediumly. 

SVM features outstanding ODD but still with an extremely small amount of transferable 

learning capabilities.The point estimate which is the prediction interval makes no sense. In short, 

SVM are rather average for reasons of being vulnerable in close combats. Logistic regression 

behaves the same way as KNN and a decision tree does. Larger forecasting interval hints of some 

level of the uncertainty. Overall Logistic Regression seems performs modestly but good enough 

to use for this task. Naive Bayes has a big discriminative ability but still has a limited 

generalization. The latter depicts this by wider confidence limits. High brier score signifies the 

fractional estimation capability which implies low probable matrix. The potential for worsening 

adverse conditions and increased noises cause worry. Naive Bayes gets scored bad mostly because 

of extreme adversarial set distance and high noise interference. 

Logistic Regression ranks among the most powerful competitors on the market in 

accordance with various criteria including ODD, transferability and overall stability. It might be a 

sign that it is not only Logistic Regression gives the best approximation, but also it is often accurate 

and stable in many contexts. 

Random forest and KNN (K-Nearest Neighbors) have a moderate performance among the 

other models such as logistic regression. They demonstrate the efficacy as a positive thing to say 

but they can not prevail over Logistic Regression in the matter of predictive accuracy and stability. 

From another angle this Naive Bayes method appears to be deficient. The fact that it can 

only travel for rather long distances if the light intensity is alarmingly high and susceptible to 

noise. Therefore, it is not suitable for the task in hand. The adversarial distance signifies how 

sensitive the model is to small tweaks in the inputs leading to attacks and which is a broad issue 

of complex tasks training. 
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Consequently, from the evaluation Logistic Regression could be said to be superior model 

owing to the fact that it is robust to complexities, whereas Naive Bayes depicts a weakness to 

errors in training data. 

4.12.  Wine dataset benchmarking by rare metrics  

                                    Table  5  Wine datasets benchmarking by rare metrics 

Classification 

Methods 

ODD Anomaly 

detection 

Transferability Prediction 

interval 

95%  

(lower 

bound/upper 

bound)  

AVG 

Brier 

score 

Adversial  

Distance 

Noise 

evaluation 

Mutual 

Information 

KNN 1.000 18 0.3565 0/2 0.0185 0.1667 504.5775 0.9796 

Decision Tree 1.000 18 0.3735 0/2 0.0740 0.3333 504.5775 0.7201 

Random Forest 1.000 18 0.3565 0/2 0.0185 0.1667 504.5775 0.9796 

SVM 1.000 18 0.3735 0/2 0.0185 0.1667 504.5775 0.9816 

Logistic 

Regression 

1.000 18 0.3565 0/2 0.0185 0.1667 504.5775 0.9796 

Naive Bayes 1.000 18 0.3735 0/2 0.0 0.000 504.5775 1.0817 

                               

As shown in Table 5 KNN has a good origin dependence and weak transferability, its anomaly 

detection ability is very poor. The short dispersion of the estimated range of prediction proves their 

dependence upon predictions. This means the subjects have a strong hearing capacity that the inner 

ear can sense a high level of sound. Overall, KNN performs moderately. Decision Tree is also 

pertinent with K nearest neighbors. Interval of prediction suggests obvious uncertainty. Testing 

the extent of faking and the extent of noising. To summarize, the graft of Decision Tree obtains 

mediocre marks. 

The Random Forest feature is also similar or comparable to that of KNN. It is due to this 

that forecasting is of a high degree of accuracy.The ability of noise evaluation to reflect its 

sensitivity brings noise to its light.While Random Forest has medium quality of performance, the 

Ensemble method with gradient boosting techniques outperformed others such as Support Vector 

Machines, Logistic Regression, and Neural Networks.SVM posses similar attribute as KNN and 
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Random Forest in many respects.The reliability of these forecast systems is largely dependent on 

tight prediction intervals. The Dosimeter in fact registers the sound level and illustrates the human 

sensitivity to sound. Overall, SVM performs moderately. 

Logistic Regression as quickly as KNN and Random Forest and gives similar results as 

they do. Reliability of forecasts increases by a mechanism of close prediction intervals.  Subjective 

noice-evaluation studies, which constitute the basis for assessing people's quality of life, are highly 

sensitive to noise. 

Summing up, Logistic Regression shows good results. Naive Bayes has good ODD, 

however lack of transferability can be referred to it as well. The small margin of error in the 

forecasting statement means that it is easy to rely or trust on the prediction. Probability of perfect 

prediction converts into 0 in the Brier score case. A low threshold of adversariality and many 

connections with other countries. While the high noise evaluation pleads for sensitivity to noise, 

it does not imply the exact numbers. Logistic Regression appear to have a good performance on a 

lot of different evaluation metric, which always outperform the other models by having better 

overall diagnostically accuracy, adaptability and stability. Its regular performance consistency 

enables it to be a perennially practical solution to many issues. Random Forest, SVM are slower 

like Logistic Regression between all the techniques used to classify. Although Lagging Indicators 

and Leading Indicators do their jobs well, they still do not surpass the Logistic Regression in terms 

of the prediction power and stability. Naive Bayes method is shows potential but quite a few kinks 

still to be revealed of its hypersensitivity to noise. It helps to deliver results under certain aspects, 

however, it may be noisy in the real world and therefore the results are unreliable. Therefore in 

order to eliminate any ifs and buts as far is safety and effectiveness this measure should be 

examined and possible improvement suggested. 
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CONCLUSION 

In summary, classification schemes are one of the pillars of machine learning with no doubt about 

it, and they incredibly help in data analysis in addition to decision making and solving of very 

complex problems on the technological and social levels. Their contributions do not end with the 

plausible practice but also involve a crucial part for the technological development, engagement,  

and scientists’ responsible achievement in AI within a society. While steady get a grasp of the 

capability of this classifying method, taking note of its ethical, social, and mental implications is 

also super important as this raises up the value of such tool towards empowerment and the forward 

movement of the society. 

An overall conclusion from our attempt to benchmark the discriminator using conventional 

measures, Logistic Regression comes out victorious and shows better efficiency than the others on 

several evaluation criteria at the same time in another experiment Logistic Regression shows 

bettter and stable results and Naive Bayes loses too. It is a complete glaring clear picture for the 

Naïve Bayes Model that the model performs well on the wine dataset with a perfect fit to the 

unique peculiarities of the dataset. Besides that, Logistic Regression is more than just a 

categorization value and it is the smart choice for the diabetes dataset, thus exhibiting 

multifacetedness and power to operate in varied data environments. 

Since after the fact that Logistic Regression revealed itself as the defining measure upon 

the in-depth investigation, the latter displays its dominance as the class type even in the subtle kind 

of evaluation frames, showing the latter’s superiority even in the complicated conditions of 

evaluation. Though, it is hard-to-be-ignored for the fact that Naive Bayes can outperform logistic 

regression in certain occasions specifically when an evaluating measure is used such as the Brier 

score. Though the generated marginal difference of reliability among varied methods manifests 

their similar capacity, their performance is not as satisfactory as Logistic Regression. 

In conclusion, our comprehensive assessment justifies the superiority of Logistic 

Regression not only for classification assignments but in regression complexity overcoming also 

for all the datasets and evaluation protocols. In this kind of intelligence field, Logistic Regression 

is a must requirement for successful intelligence which does not change. This undeniable 

endorsement proves its individual in machine learning and data analysis itself as the most 

important technique among the many others. 
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