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ANTECEDENTS OF EXISTING AND NEW PRODUCTS SELLING: AJOB
DEMANDS-RESOURCES (JD-R) CONCEPTUAL MODEL

Adriana A. Amaya Rivas, Phan Thi Phu Quyen, Jorge Luis Amaya Rivas
Abstract

New product development (NPD) has gained more attention in innovation literature. Due to NPD may
determine the unique position that organizations may conquer. However, few studies have examined how
salespeople decide to sell existing products and new products. This importance relies on the premise that
new products need to be sold by organization’s salesforce. The objectives of this study is to (1) to develop
a comprehensive and integrative conceptual framework of the antecedents of salesperson existing and new
product selling based on the job demands-resources (JD-R). Based on an extensive literature review and
the proposed conceptual framework, a self-administered survey will be develop and will be sent to more
than 400 salespeople in high-tech’s organizations in Taiwan. Then, SPSS and partial least squares (PLS)
will be employed to provide a descriptive analysis of the collected data and for further hypotheses testing.
Finally, the study will show the expected findings and expected implications for the current literature and
for practitioners.

Keywords: product selling performance, job’s demands, product complexity, learning orientation,
conceptual framework.

1 INTRODUCTION

Nowadays, new product innovation has become one of the most important issue which has gained extensive
attention among academic scholars (Page & Schirr, 2008; Min, Kalwani, & Robinson, 2006; Fu, Jones, &
Bolander, 2008; Zablah, Franke, Brown, & Bartholomew, 2012). It is important to remark that the
introduction of new products is critical to assure firms competitive advantage and survival. According to
Cooper (2001) on average, approximately one-third of organization’s profits come from new products.
Therefore, it is obvious that the profound research related to new product is related. However, also the rate
of new product development failure has increased in the past years; this result can be explained by a simple
but important axiom: New products may not be sold by themselves. Specifically, sales forces are
responsible for enabling the diffusion and trading of the new products (Fu, Richards, Hughes, & Jones,
2010).

We can argue that in some industries the success of the new products depends or is influenced by the degree
of efforts that salespeople put on developing new products (Atuahene-Gima, 1997). To serve as a boundary-
spanners (Krafft, Albers, & Lal, 2004; Spiro & Weitz, 1990), salespeople play an important function in the
building of relationship marketing (Morgan & Hunt, 1994), the success of new products (Ahearne, Rapp,
Hughes, & Jindal, 2010), cross-functional product development (Joshi, 2010), new product selling (Zablah
et al., 2012). Therefore, many firms have tried to shift more resources to the salespeople’s unit (Kotler,
2003; Piercy, Cravens, Lane, & Vorhies, 2006). Moreover, because of the huge investment that organization
is doing on the sales force department, it is imperative for managers to manage and to guide in an effective
form salespeople’s performance (Kraft et al., 2004).

What factors may enhance salesperson’s new product selling performance? This question still remains
under researched in the new product literature (Fu et al., 2010; Zablah et al., 2012). Moreover, even though
the growing importance of the new product selling’s field, the current studies do not provide enough insights
about how managers may encourage or establish some strategies to impulse equilibrium among the sales of
new and existing products (van der Borgh & Schepers, 2014). Indeed there is a vast research directed to
recognize the principal factors that may enhance salespeople’s performance (Verbeke, Deitz, & Verwaal,
2011). Undoubtedly, for a manager it is necessary to comprehend the factors or mechanisms that are
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involved in the salespeople’s decision-making. However, despite the fact of the previous researches, it is
still a lack of a causal relationship framework that incorporates factors that can enhance new and existing
products.

First of all, previous studies have examined several organizational factors such as sales control systems
(Ahearne et al., 2010) to analyze sales new product performance. For example, Miao and Evans (2013)
investigated the interactive effects of sales control systems of job engagement and job stress. Secondly, on
the other hand, previous new product selling studies tended to focus on some specific features of the
products such as complexity (Atuahene-Gima & Li, 2006). Another stream of research intended to examine
the individual characteristics that influence salesperson’s new product performance, for example
achievement orientation (Atuahene-Gima & Wei, 2011).

Specifically, most empirical researches have analyzed a single type of factor that may influence on
salesperson’s new product performance. Although the shed lights that previous studies have provided, it is
remarkable to continue the theoretical comprehension of the drivers that enhance salesperson’s new product
performance (Ahearne et al., 2010). Based on the job demands-resources (JD-R) theory (Bakker &
Demerouti, 2007), this study proposes an integrative framework which aims to point out relevance
antecedents of new and existing product selling performance.

According to the JD-R theory, job demands and job resources may influence the job outcomes (e.g.,
performance in selling new product and performance in selling existing products). This influence is through
the interaction of the two mechanisms. The first one concentrates on employee job engagement, and the
other mechanism concerns job burnout (Baker & Demerouti, 2007). This study proposes customer
orientation selling behavior and selling effort as proxies of salespeople’s job engagement due to (1) these
two kinds exemplify the effort that salespeople put into the selling tasks and (2) customer orientation selling
behavior has been considered extremely important in the sales literature due to its influence on sales
outcomes (Homburg, Wieseke, & Bornemann, 2009; Brown & Peterson, 1994). Lastly, this study has
selected some of the most relevant factors that are consistent with analogous boundary-spanning setting
(Zablah et al., 2012) such as goal conflict, role overload and job tension.

As expected result, this study proposes four main contributions: (1) to employ the JD-R model as an
integrative framework for research on salesperson’s new and existing product performance; (2) to analyze
self-regulation training, salespeople’s innovativeness, managerial new product selling orientation,
managerial existing product orientation, and managerial ambidextrous selling orientation as possible job
resources, which may impact on the stress that salespeople can suffer and at the same time may impact on
the job engagement; (3) to examine the moderating role of power distance between the relationships of job
demands and job resources on job burnout and job engagement; (4) to examine experience as another factor
that moderates the effects of job burnout and job engagement on new and existing product selling
performance.

2 LITERATURE REVIEW

2.1 JD-R Theory

The JD-R theory proposes four different groups of research constructs (e.g. demands, resources, burnout,
and engagement) which lead to some specific outcomes. In an essence, JD-R can be explained by the dual-
process theory that is composed by the job demands and job resources which interact to impact on other
two processes: job burnout and job engagement (Bakker et al., 2010). Notably, the model asserts that
demands are the principal drivers of burnout. Contrary, resources reduce burnout and relieving the pressure
of the negative influences of demands. Furthermore, resources act as the main drivers of engagement, but
demands reduce engagement (Bakker & Demerouti 2007). Moreover, burnout and engagement will
influence negatively and positively on sales performance outcomes, correspondingly. Precisely, this
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theoretical lens are prominently useful for understanding the tradeoff between new and existing product
selling dilemma.

Currently, a vast research on new product selling has acknowledged several factors such as training, self-
efficacy, and competitive intensity. Those factors may fortify or reduce salesperson’s willingness to sell
new products (Ahearne et al. 2010; Fu, Richards, & Jones 2009). In addition, the proposed factors are based
on different theories. The JD-R model offers the opportunity to explain some mechanisms factors that can
explain the influence of the demand and resources factors on new and existing products performance.
Therefore, the JD-R theory offers a logical causal chain which may permit to organize the different set of
factors, resulting from different theories, which have demonstrated to impact not only in the decision of
selling existing product but also in the decision of selling new products.

2.2 Operationalization of the research constructs

In accordance with JD-R theory, every employment may possess its own unique requirements which are
related with job stress, these variables can be categorized in two broad sets: job demands and job resources
(Bakker & Demerouti, 2007). It is clear that due to the different possible settings of the job, the explicit
constructs employed in JD-R-based researches can vary depending on the characteristics of the job (Bakker,
van Veldhoven, & Xanthopoulou, 2010; Zablah et al., 2012).

Specifically, in this study, applying the terminology of JD-R theory, product complexity can be understood
as job demands because it specifies a breadth complex information that salespeople need to process and to
explain to the customers (Jones, Brown, Zoltners, & Weitz, 2005; Johnson & Sohi, 2014). Likewise,
learning orientation can be perceived as job demands to be executed by salespeople. Learning orientation
may require that salespeople possess the capability of discovering how successfully accomplish with sales
jobs and how to improve selling skills (Sujan, Weitz & Kumar, 1994). In terms to cope with new and
existing products selling, this study considers that learning orientation is an important job demand.

In contrast, self-regulation training can be understood as a job resource because self-regulation training is
precisely designed for the organizations to develop on salespeople’s efficient self-regulation which implies
five techniques such as setting clear, challenging goals for performance outcomes, visualizing obstacle to
success; planning how to overcome obstacles, self-monitoring progress, and using self-reinforcement to
motivate accomplishments (Gist, Stevens, & Bavetta, 1991). This job resource offers by the organization
through the sales managers may facilitate sales force to cope with the job demands. In the same direction,
salespeople’s innovativeness can be perceived as another job resource that salesperson may hold that will
permit them to be flexible and willingness to take new ways of problem solving, to accept new approaches
and to be innovative in their selling procedures (Matsuo, 2009; Chen, Peng, & Hung, 2015).

Moreover, managerial new product selling orientation, managerial existing product selling orientation and
managerial ambidextrous selling orientation are presented as possible job resources provided by the
organizations. These three selling orientations reveal a manager’s arrangement of strategic and tactical
selling goals that regulate the sales force’s work environment (Marinova, Ye, & Singh, 2008; Van de Borg
& Schepers, 2014).

3 PROPOSED CONCEPTUAL FRAMEWORK

As depicts in Figure 1, the new and existing selling factors are projected to relate to each other based on
JD-R theory. The point that this study wants to emphasize is that numerous demands, resources, burnout,
and engagement factors, which differ from salesperson to salesperson and product to product, are connected
with new and existing product selling situations. Thus, this study proposes the following propositions:
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Proposition la, 1b, 1c: Product complexity increases salespersons’ goal conflict, role overload, and job
tension.

Proposition 2a, 2b, 2¢: Learning orientation increases salespersons’ goal conflict, role overload, and job
tension.

Proposition 3a, 3b, 3c: Self-regulation training decreases salesperson’s goal conflict, role overload, and job
tension.

Proposition 4a, 4b, 4c: Salespeople’s innovativeness decreases salesperson’s goal conflict, role overload,
and job tension.

Proposition 5a, 5b, 5c: Salespeople’s managerial NP selling orientation decreases salesperson’s goal
conflict, role overload, and job tension.

Proposition 6a, 6b, 6¢: Salespeople’s managerial EP selling orientation decreases salesperson’s goal
conflict, role overload, and job tension.

Proposition 7a, 7b: Product complexity decreases salespersons’ customer orientation behavior and
salespersons’ selling effort.

Proposition 8a, 8b: Learning orientation decreases salespersons’ customer orientation behavior and
salespersons’ selling effort.

Proposition 9a, 9b: Goal conflict decreases salespersons’ customer orientation behavior and salespersons’
selling effort.

Proposition 10a, 10b: Role overload decreases salespersons’ customer orientation behavior and
salespersons’ selling effort.

Proposition 11a, 11b: Job tension decreases salespersons’ customer orientation behavior and salespersons’
selling effort.

Proposition 12a, 12h: Goal conflict decreases salesperson performance selling new and existing products.
Proposition 13a, 13b: Role overload decreases salesperson performance selling new and existing products.
Proposition 14a, 14b: Job tension decreases salesperson performance selling new and existing products.

Proposition 15a, 15b: Salesperson’s customer orientation increases performance selling new and existing
products.

Proposition 16a, 16b: Salesperson’s selling effort increases performance selling new and existing products.
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Figure 1. Proposed Conceptual Model

4 RESEARCH DESIGN AND METHOD

4.1 Research Model

The principal aim of the present study, accordingly, will be to emphasize the demands, burnout,
resources, and factor engagement that salespeople may incur that may determine their sales performance
(e.g. performance of new products and performance of existing products). This study regards demands from
salespeople is crucial to transform salespeople’ knowledge and skills as well into the willingness to sell
existing products as well as new products. This study will also consider resources as crucial factors that
will determine sales performance. Similar to the demands and resources that salespeople may have, this
study will propose that salespersons’ burnout factors and engagement factors are factors that need to take
into consideration to enhance sales performance.

Moreover, this study will propose that there are two moderators involved in this study. First, this study
asserts that the relationships between the job resources’ factors and the job burnout and job engagement’s
factors have different magnitudes when there is high or low power distance. Second, this study will propose
that the associations between job demands’ factors and job burnouts’ factors will be moderated by the power
distance that exists in the organization. Third, this study proposes the positive effects of job engagements’
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factors on sales performance are strengthened when salespeople are more experienced rather than low.
Fourth, this study proposes that salespeople experience also serves as a moderator between job burnout’s
factors and sales performance.

Based on the above literature review, the propositions are developed maybe theoretically correct, but mostly
still in lack of empirical validation. Since the development of this model is still on the exploratory stage,
this study will take two stages to accomplish. In the first stage, the research will focus on developing and
modifying a research framework by investigating the job demands, burnout, resources, and engagement
factors through literature review, expert interview, and focus group. In the second stage, the measurement
scales of the research constructs will be developed and their reliability and validity will also be evaluated.
The research model will be evaluated through questionnaire survey by targeting the samples from
salespeople of firms in three science parks of Taiwan. Multivariate data analyses will be employed to
empirically validate the developed research hypotheses.

4.2 Research Design and Methodology for the first-stage

In order to assure the reliability and validity of the research findings, the first-stage study initially will
conduct a systematic literature review. Then, two studies will be conducted; study one: gqualitative study
(in-depth interviews and focus group discussion); and study two: meta-analysis. The most relevant existing
literature regarding to the principal factors that comprise job demands, job resources, job burnout and job
engagement of new and existing products will be reviewed. Then, it is necessary a deep revision of the
theories underlying each of the variables to be used. Based on the exhaustive literature review, this study
posits 16 research hypotheses. Grounded theory procedures will be applied to interpret the contents of the
in-depth interviews and focus groups discussion, such as open coding, axial coding, and selective coding
(Glaser & Strauss, 1967). Next, the content analysis will be carried out to recognize the associations
between the proposed research constructs.

4.3 Research Design and Methodology for the second-stage.

Based on the results that will be obtained from the qualitative study, the research model and the proposed
hypotheses will be revised. The proposed hypotheses can be explained through multiple theories, such as
JD- R theory, goal theory, role theory. Finally, the study two will encompass a self-administered survey in
order to evaluate the research hypotheses based on the information that will be gathered from salespeople.

4.4 Participants and Sampling Plan

In this study, self-administered survey will be disseminated to Human Resource managers, Salespeople
managers of firms competing in high-tech industries in Taiwan. These types of firms are inclined to engage
in intense product innovation, thus, it can be assured that they continually launch new products. In order to
identify proper participants from the selected firms, this sample will be selected based on the following
stages. First, this study will contact the Human Resource managers and salespersons’ managers as key
informants through e-mail. Then, these managers will recommend salespeople as the candidates of the
samples. In order to ensure the collaboration of the respondents, a personalized letter with requests for their
participation will be sent from researcher with university-addressed. Also, some follow-up telephone calls
will be performed. Respondent anonymity and complete confidentiality will be ensured through employing
a link to a separate web site where the respondents can answer the survey.

4.5 Data Analysis Procedures

In order to test the hypotheses, SPSS 20.0, AMOS 21.0 and SmartPLS will be applied to examine the
collected data. A serial of data analysis techniques will be employed.
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4.6 Descriptive Statistic Analysis

Descriptive statistics will be used to explain the characteristics of a collection of data in quantitative terms.
Descriptive statistics including frequency, means, and standard deviation of each research variables and
cross-tabulation of the demographic variables will be presented. Descriptive statistics will be selected to
illustrate the features of the collected data.

4.7 Reliability and Validity Measures

To ensure instrument validity and dimensionality, several refinement procedures will be employed. First,
factor analysis aims to identify the dimensionality of each research construct, ensure the selection of the
guestionnaire items with high factor loading, and contrast the chosen items with items proposed
theoretically. Second, latent roots (Eigenvalues), scree test, and other measure will be computed to confirm
the number of dimensions to put into the principal component factor analysis. Following Hair’s et al. (2010)
guidance, it is important to achieve five threshold criteria. Specifically, factor loading should be greater
than 0.6; Eigenvalue >1, accumulated explained variance > 0.6, Item-to-total correlation >0.5, and
coefficient alpha (o) > 0.7. However, there is a possibility that common method variance still remains in
self-reporting scales. In order to assess the potential common method variance the following validity
examinations will be conducted.

First, a Harmon one-factor will be adopted which loads all variables into a principal component factor
analysis. Second, discriminant validity will be performed thorough the comparison of the square root of the
AVE (average variance extracted) with the Pearson correlations among the constructs. Then, all AVE
estimates should be greater than the corresponding inter construct square correlation estimates (Hair, et al.,
2010). Finally, this study will be examined by adding one latent common market variable (CMV) with the
proposed five constructs measurement model to assure that there is no correlation between the new market
variable and the other seven constructs (Podsakoff et al., 2003). Finally, this study will employ K-means
method to cluster the respondents into 4 groups for each relational moderator in order to evaluate the
moderating effects of power distance and experience moderators.

5 EXPECTED RESULTS

The primary aim of this study will be to identify the demands, resources, burnout factors, engagement
factors, and consequences on performance in selling new and existing products. It will be expected that
salespeople who can access to relevant resources (e.g., self-regulation training, salespeople’s
innovativeness, managerial NP selling orientation, managerial EP selling orientation, and managerial
ambidextrous SO) are likelihood to perceive that devoting effort to sell existing and new products may lead
to desired rewards (i.e., rewards, increase in the sales, etc.); as a result, salespeople are likely to spend more
time and energy in the new product.

Through this study, it will be expected that salespeople may intend to find a balance between existing and
new products and new and old customers. It will be expected that burnout factors result when salespeople
perceive that they cannot protect the value job resources from the demands of the jobs. In a NPD context,
it is expected that these negative perceptions decrease when salespeople can access to resources than enable
them to achieve the demands related to new and existing products. Therefore, it is expected that the
availability of resources may diminish the levels of burnout among salespeople.

Based on the JD-R theory, it will be expected that job resources will help salespeople to meet the job
demands. In other words, when salespeople need to accomplish high levels of job demands, then job
resources tend to decrease, resulting into high levels of burnout and in other negative outcomes. Following
Bakker and Demerouti (2007), it will be expected that in a NPD context, certain job demands (e.g. product
complexity, learning orientation, and productivity orientation) may increase the stress among salespeople.
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Due to the complexity of the product, salespeople may be under high levels of work pressure and customer
workloads, increasing their levels of stress.

Due to the proposed job demands in this study, it will be expected that salespeople consider these as
challenge (Crawford et al, 2010). Precisely, challenge job demands may provide a positive feelings and
increase the participation of the salespeople in the problem solving process. Product complexity, learning
orientation, and productivity orientation can be considered as a challenge demands. Salespeople will
understand that these challenge demands as an opportunity to increase their growth (Kahn, 1990).
Therefore, it will be expected that these positive emotions will increase the levels of motivation and
engagement.

6 DISCUSSION AND CONCLUSIONS

This study extends a dual process model, based on JD-R theory, of the drivers of salespersons’ existing and
new product outcomes. While extant literature only offers partial evidence in support for the model’s
proposition, the JD-R theory advanced in this study and appropriate includes the proximate and distal
determinants (i.e., constructs) of existing and new product selling outcomes examined in prior studies; it
also provides a well-established theoretical rationale for the causal associations likely to exist between these
drivers.

This study will contribute to the extension of the current literature in the next three ways: First, this study
will employ the JD-R model as an integrative framework for research on salesperson’s new and existing
product performance; so far, this study will consider other job demands constructs (e.g., learning
orientation, performance orientation, and product complexity) as potential determinants of job burnout and
job engagement. Besides, job demands may directly or indirectly impact on new and existing product selling
performance.

Second, this study will pose that self-regulation training, salespeople’s innovativeness, managerial new
product selling orientation, and managerial existing product orientation, as possible job resources, which
may impact on the stress that salespeople can suffer and at the same time may impact on the job engagement.
Third, this study will identify goal conflict, role overload, and job tension as three of the most significant
factors that may compose the job burnout which mediates the relationship between job demands and new
and existing product selling performance. Moreover, job burnout’s factors may influence on job
engagement’s factors.

The interrelationships among job demand’s factor, job resource’s factors, job burnout’s factors, and job
engagement’s factors are also assessed. Finally, this study will recognize power distance as a factor that
moderates the effects of job demands and job resources on job burnout and job engagement. Also, this study
suggests experience as another factor that moderates the effects of job burnout and job engagement on new
and existing product selling performance.
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EXTERNAL DEBT AND CAPITAL FLIGHT: ISHERE AREVOLVING
DOOD HYPOTHESIS IN GHANA?

Ampah Isaac Kwesi, Gabor David Kiss
Abstract

Over the past few decades, Ghana in its bid to achieve economic growth and development resorted to
external borrowings, propelling her into the status of Heavily Indebted Poor Country, when her debt reached
unsustainable levels in the year 2000. Unfortunately, Ghana’s economy reported only steady growth with
successive periods of high inflation and undesirable balance of payments deficits leading scholars to ask
whether external debt really contributes to growth. At the same time, there is now considerable evidence
that the build-up in debt was accompanied by increasing capital flight from the country. Employing
Autoregressive Distributed Lag (ARDL) model and dataset from 1970 to 2012, this paper investigated the
apparent positive relationship between external debts and capital flights in Ghana. The results revealed that
capital flight exerted a positive and statistically significant effect on external debt both in the short-run and
long-run suggesting that if capital flight remains unchecked, it will continue to lead to massive external
debt accumulation in Ghana. The Toda—Yamamoto Approach to Granger causality test also revealed the
existence of a debt-fueled capital flight signifying the need for sound domestic debt management to deal
with high external borrowing that is causing massive capital flight in the country.

Keywords: Ghana; external debt; capital flight; cointegration; Granger causality; Heavily
Indebted Poor Country.

1 INTRODUCTION

Every country around the globe aims at achieving growth and development. Nevertheless, this is only
possible if a country has sufficient resources to finance it. In developing countries especially the ones in
Sub-Sahara Africa, the resources are not readily available to fund the optimal level of economic growth and
development (World Bank, 2009). Basically, for this reason, many developing countries longing for
economic growth undoubtedly resort to external financing to bridge the disparity between their savings and
investments. Besides, external borrowing is preferable to domestic borrowing because the interest rates
normally charged by the international financial institutions like the International Monetary Funds (IMF)
and the World Bank is about half to the one charged by the domestic financial institutions (Safdari and
Mehrizi, 2011).

However, the massive and continuous accumulation of external debt by Sub-Saharan Africa countries over
the past few decades have given rise to concerns about the detrimental effects of such debt on economic
growth, principally known as the "debt overhang" effect. The "debt overhang" effect indicates that high
level of external borrowing discourage private investment, which adversely affects growth as future higher
taxes are expected to repay the debt. Again, fears are often expressed that increasing external debt burdens
will threaten financial stability with impacts for the economy, or that increases in debt will create political
pressures that will make acceleration of inflation inevitable (Ajayi and Khan, 2000).

Ghana in its bid to achieve economic development resorted to external borrowings over the years, and so
face the same question of whether external debt contributes to its economic progress. For instance, from an
estimated total of $6 million at the end of 1960, the external debt of Ghana rose to US$591 million (114%)
in 1972 and then rose further to US$6 billion in nominal terms at the end of 2000. In the year 1999, when
the Heavily-Indebted Poor Countries (HIPC) initiative was introduced by the International Monetary Fund
(IMF) and the World Bank, Ghana was judged to be an HIPC country with unsustainable debt reaching
over 100% of GDP in 2000 (Institute of Economic Affairs (IEA), 2012). The country subsequently
benefited from debt relief under the initiative in 2004 when it met the full debt policy conditions.
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Subsequently, in 2006, Ghana, additionally benefitted from the Multilateral Debt Relief Initiative (MDRI),
which presented total debt relief owed to the International Development Association (IDA) of the World
Bank, the IMF, and the African Development Bank (AfDB). The HIPC and MDRI reliefs triggered a
massive reduction in Ghana’s debt to approximately 26% of GDP, which was seen as a sustainable level.
Subsequent after these reliefs, Ghana’s debt has been growing at a rapid pace basically to finance
infrastructure and development projects. This has mainly caused the post-HIPC/MDRI debt level to
increase, reaching about 67% of GDP in 2014. Warnings are being sounded, including the IMF and other
development partners, that the rate of borrowing could return Ghana’s debt to unsustainable levels again.
Some schools of the thought even argue that Ghana could go back to HIPC status yet again (IEA, 2012).

Furthermore, as the severity of external indebtedness becomes so pronounced, so too is capital flight. The
latest estimates of capital flight from Sub-Saharan African countries show that Ghana lost a total of $12.4
billion between 1970 and 2010 (Boyce and Ndikumana, 2012). This amount exceeds official development
aid and Foreign Direct Investment for the same period. Some in the international donor community have
regarded this outward movement of capital as compounding the problem of external debt management and
have suggested that meaningful discussions of the solutions to external debt will need to wait until the
issues of capital flight are dealt with. Indeed, some researchers have suggested that solutions to capital flight
be made a precondition to discussions on external debt relief (Eggerstedt, Hall and Wijnbergen, 1994).

Even though, Ghana is one of the heavily-indebted countries where the issue of capital flight has been
significant. There is, however, no comprehensive study on the consequences of capital flight on external
debt with particular reference to Ghana. The main objective of this study is to examine the long run and
short run relationship as well as the level of causality between external debt and capital flight using time
series dataset for Ghana from 1970 to 2012. By examining the covariation between external debt and capital
flight, the study hopes to provide vital information that would be of help in formulating effective and
efficient policies towards minimizing macroeconomic imbalances caused by heavy debt obligation and
capital flight in Ghana.

This study is organized into five parts. The first part, which is the introductory chapter, presents a
background to the study highlighting the problem statement, the objectives of the study, the scope as well
as the organization of the study. The second part presents a review of relevant literature. The third presents
the methodological framework and techniques employed in conducting the study. Section four examines
and discusses the results, and major findings concerning the literature and the final part present the findings
and policy implications of the study.

2 LITERATURE REVIEW

The relationship between external borrowing and capital flight has been well documented in the literature,
which recognizes that annual flows of foreign borrowing constitute the most consistent determinant of
capital flight. A review of the literature suggests that the simultaneous occurrence of capital flight and
foreign debt in a country is theoretically plausible. In the case of Argentina, Dornbusch and de Pablo (1987)
noted that commercial banks in New York had lent the government the resources to finance capital flight
which returned to the same bank as deposits. In a sample of 30 sub-Saharan countries over the period 1970-
96, Ndikumana and Boyce (2003) found that for every dollar of external debt acquired by a country in SSA
in a given year, on average, roughly 80 cents leave the country as capital flight. Their results also support
the hypothesis by Collier, Hoeffler, and Pattillo (2004) that a one-dollar increase in debt adds an estimated
3.2 cents to annual capital flight in subsequent years. This result leads to the question of why countries
borrow heavily while at the same time capital is fleeing abroad. From the literature, there are two main
points of view;

e The indirect theory by Morgan Guaranty Company (1986)
e Direct Linkages Theories by Boyce (1992).
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2.1 Indirect theory

According to Morgan Guaranty Company View (1986), the simultaneous occurrence of external debt
accumulation and the outflow of capital from developing countries is not a natural coincidence but rather
the track record of bad policies that caused capital flight to rise is the same policies responsible for increases
in external debt accumulation. This view of the external debt and capital flight linkage maintains that the
relationship between the two may be attributed to poor economic management, policy mistakes, corruption,
rent-seeking behavior, weak domestic institutions, and the like. For instance, the Morgan Guaranty Trust
Company (1986) contends that indirect factors such as low economic growth, overestimated exchange rates,
and poor fiscal management by governments in developing countries is not only causing capital flight but
also creating demand for foreign borrowing.

Another contention of the indirect theory by Morgan Guaranty Company (1986) is that capital inflows
(especially during surges of capital flows) lead to risky or unsound investment decisions and over-
borrowing. When governance structure and mechanisms for administrative controls and prudential
regulation are weak or fragile, money borrowed from abroad can end up being pocketed by the domestic
elite (and usually transferred into private accounts abroad). Which is spent on conspicuous consumption,
or allocated to showcase and unproductive development projects that do not generate foreign exchange to
finance external debt servicing? So capital flight and external borrowings are manifestations and responses
to unfavorable domestic economic conditions. However, this perspective on the debt-flight association is
unable to provide a rationale for the observed year-to-year contemporaneous linkages between debt and
capital flight in a country. Indeed, an alternative scenario of the complicated nature of the debt-flight
relationship is that lower debt inflows mirror and contribute to deteriorating local economic conditions that
result in greater capital flight.

2.2 Direct Theory

According to Ayayi (1997), the direct linkages theory contends that external borrowing directly causes
capital flight by providing the resources necessary to effect flight. Cuddington (1987) and Henry (1986)
showed that in Mexico and Uruguay, capital flight occurred contemporaneously with increased debt
inflows, thus attesting to a strong liquidity effect in these countries. According to this theory, external
resources acquired as loans can create conditions for capture as “loot” that individuals (often the elite)
appropriate as their own. In fact, according to Edser and Bayer (2006), the (captured) funds may not even
enter the country at all. Instead, only accounting entries are entered in the respective accounts of the
financial institutions. Boyce (1992) further distinguishes four possible equal links between external debt
and capital flight.

The first is the debt-driven capital flight. According to Boyce (2012), in a debt-driven capital flight,
residents of a country are motivated to move their assets to foreign countries due to excessive external
borrowing by the domestic government. The outflow of capital is, therefore, in response to fear of the
economic consequences of heavy external indebtedness. The effects of debt-driven capital flight include;
expectations of exchange rate devaluation and crowding out effect on domestic capital, avoidance of
expropriation risk and the imposition of high taxes, among other distortions. In a debt crisis, the domestic
investors may expect to pay higher taxes to the government to meet debt service obligations. So the desire
to avoid such taxes in the future causes capital flight is. The second is Debt-fueled capital flight. In a debt-
fueled capital flight, the capital borrowed provides both the motive and the resources for capital flight. This
form of capital flight is motivated by the inflow of foreign capital in the form of loans, which are then
siphoned away by corrupt leaders (Ajayi, 1997). There are two processes through which money is siphoned
abroad. Firstly, the domestic government could acquire foreign capital (foreign exchange) by external
borrowing and then sell the currency to domestic residents who transfer it abroad either by legal or illegal
means. Secondly, the government can on-lend funds to private borrowers through a national bank, and the
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borrowers, in turn, transfer part or all of the capital abroad. In this case, external borrowing provides the
necessary fuel for capital flight (Ajayi, 1997).

The Flight-driven External Borrowing is a situation where after the capital flight, which dries up domestic
resources, a gap between savings and investment rises, so the government borrows more resources from
external sources to fill the resource gap created in the domestic economy. This situation occurs due to the
resource scarcity in the domestic economy, both the public and private sectors seek for a replacement of
the lost resources by acquiring more loans from external creditors. The external creditor’s willingness to
meet this demand can be attributed to different risks and returns facing residents and non-resident capital.
“The systemic differences in the risk-adjusted financial returns to domestic and external capital could also
arise from disparities in taxation, interest rate ceilings and risk-pooling capabilities” (Lessard and
Williamson, 1987). Finally, the Flight-fueled External Borrowing occurs when the domestic currency
siphoned out of the country through capital flight re-enters in the form of foreign currency that finances
external loans to the same residents who transferred the capital. In other words, the domestic capital is
converted to foreign exchange and deposited in foreign banks, and the depositor then takes a loan from the
same bank in which the deposit may serve as collateral. This phenomenon is also known as round-tripping
or back-to-back loans (Boyce, 1992).

At the empirical level, Saxema & Shanker (2016) examined the dynamics of external debt and capital flight
in the India’s economy; they authors used Two Staged Least Square (2SLS) method to investigate the
relationship during the period 1990-2012. The result of the study indicates a positive relationship between
external debt and capital Flight in India.

Usai & Zuze (2016), provided a similar analysis in Zimbabwe using the Vector Autoregression. The main
objective of their study was to establish the direction of causality between capital flight and external debt
for the period 1980-2010 in the essence of the revolving door hypothesis. Their study employed the Granger
causality test to investigate this relationship. The pairwise Granger causality test revealed the existence of
a uni-directional relationship running from external debt to capital flight. Their result indicates that for
Zimbabwe, external debt has had an influence on capital flight and not the other way round.

Hassan and Abu Bakar (2016), also examine the impact of external debt on the growth and development of
capital formation in Nigeria. Time series data was used for a period from 1980 to 2013, employing the
Autoregressive Distributed Lag (ARDL) modeling. The result of stationarity tests showed that the variables
are both 1(0) and I(1) necessitating the use of the ARDL. The ARDL estimation also revealed the presence
of long run relationship amongst the variables. However, the study showed that the variables were related
independently in the long-run. The result also indicated a negative and statistically significant association
between external debt and capital formation while savings came out as the only variable with a bidirectional
causal relationship amongst the variables. The interest rate was also statistically significant even though it
was weak. The other variables were found to be of unidirectional causal effects.

Boyce and Ndikumana (2014) also examine the impacts of capital flight with linkages with external
borrowing in Sub-Saharan Africa. The results of the study established that Sub-Saharan Africa is a net
creditor to the rest of the world because the private external assets exported exceed its external public
liabilities. This finding suggests the existence of debt-fueled capital flight. The results also show a debt
overhang effect, as increases in the debt stock spur additional capital flight in later years and underscore
the of natural resource-rich countries. The studies also emphasize the significant role of government
institutions and structures in alleviating the dangers of capital flight, while political uncertainty is found to
be key a determinant of capital flight.

In a nutshell, the relationship between capital flight and external debt have been the focus of many
types of research and policymakers. Under conventional expectations, the bi-directional relationship
between capital flight and external debt which is also known as the revolving door hypothesis seems to be
a more common research finding. However, there is no discussion or empirical study on the relationship
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between external debt and capital flight in the Ghanaian context. The researchers feel the need to fill this
void by empirically examining the relationship between this variable from 1970 to 2012.

3 METHODOLOGY

3.1 Empirical Model Specification

Based on the framework illustrated in the review, the study adopted the method used by Saxema (2016) for
the Indian economy, Ajilore (2014) for the Nigerian economy and Demir (2004) for the Turkey’s economy
to mimic the bi-directional causality between the main variables of the study. The model, therefore, can be
specified as:

INEXT, =, + BCF. + 3,INGDP, + B,POLITY, + 3,INF, + AFD, + &,........... 1)
CF, = ¢, +8,INEXT, +8, INGDP, +8,POLITY, +8,INF, + &............... 2)

Where EXT is total external debt, CF is capital flight, GDP is the real gross domestic product, FD is
financial development, INF is inflation and Polity represent political stability. Also, the coefficients, S, f2-
--- 5, aswell as O 1, O »-—-- O sare the output elasticities of the factor inputs. g, is the stochastic error
term and ayp is the constant term.

The variable description and measurement, as well as their source, are presented in Table 1. The datasets
used in the study spans from 1970 to 2012. This is because, after independence, Ghana started espousing
capital and accumulating external debt in the early1970s.

Table 1: Variables in the model: Definitions and Sources

Variable Definition Source
World Development
External Debt (EXT) Total external debt in a million US dollars. Indicators (2016 online
database)
. . . . . Database of Ndikumana
Capital Flight (CF) Capital flight expressed as the ratio of GDP & Boyce (2012)
Gross Domestic  Product . WDI (2016  online
(GDP) Real Gross Domestic Product database )
Political ~ Stability is measured by the
country's elections competitiveness and

openness, the nature of political involvement in
Political Stability (POLITY) administrative authority. The estimate gives the Polity IV database
country's score on the aggregate indicator, in units
of a standard normal distribution, i.e. ranging
from -10 to +10.

Inflation (INF) Inflation rate is the growth rate of the CPI index database )

general, and the degree of checks on Polity 2 data series from

WDI (2016 online

WDI (2016  online

Financial Development (FD)  Money supply as a percentage of GDP database )

Source: Authors Own Construction.
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3.2 Estimation Procedure
Cointegration test

The existence of the long run equilibrium relationship between external debt and capital flight can be
investigated by using several methods. The most commonly used methods include Engle and Granger test,
fully modified OLS procedure (FMOLS) of Phillips and Hansen’s, maximum likelihood based on Johansen
and Johansen-Juselius tests. All these methods require that the variables in the system are integrated of
order one, I(1). Further, these methods are considered as weak as these methods do not provide robust
results for small samples or structural breaks. In fact, these methods are still employed by many researchers
who strongly argue that they are the most accurate methods to apply on I(1) variables. However, researchers
like Hakkio and Rush (1991) find some disadvantages with the above techniques. They argued that two
common misconceptions exist in these standard Cointegration techniques. First, long-run relationships exist
only in the context of cointegration of integrated variables of the same order. Second, standard methods of
estimation and inference (e.g. F-test) will render inconsistent and inefficient parameters in a cointegrating
relationship. Due to these problems, a recently developed autoregressive distributed lag (ARDL) approach
to cointegration has become significant in recent years. The ARDL modeling approach was initially
introduced by Pesaran and Shin (1999) and further extended by Pesaran et al. (2001). This approach has
several econometric advantages in comparison to other cointegration methods. One major advantage of
ARDL approach is that it can be applied irrespective of the degree of integration whether I(1) or 1(0).
Secondly, ARDL approach provides robust results in small sample sizes, and estimates of the long-run
coefficients are well consistent in small sample sizes (Pesaran & Shin 1999). Furthermore, a dynamic error
correction Term (ECT) can be derived from ARDL that incorporates the short-run with the long-run
estimates without losing long run information. Given the above advantages, we use ARDL approach for
cointegration analysis and the resulting ECT.

By means of the ARDL method for cointegration, the following restricted (conditional) version of the
ARDL model is estimated to test the long-run relationship between external debt and capital flight. This
framework is implemented by modeling equation (2) as a conditional ARDL, as:

p
ALNEXT, = 3, + S,CF. , + f2InGDP_, + ,POLITY,, + B,INF,, + A,FD, , + > a,AINEXT, , +

i=1

p p p p p
D a,ACF, + Y a,AINGDP_; + > ar,APOLITY,; + Y e INF,_; + > "o FD,_; +1, ©)
i=1 i=1 i=1 i=1 i=1

Where A denotes the first difference operator, P is the lag order selected by Akaike’s Information Criterion

(AIC), ﬂo is the drift parameter while by is white noise error term which is ~N (0, §2). The parameters ;

are the short-run parameters and ﬂi are the long-run multipliers. All the variables are defined as before.

Long-run and short-run relationships

Given that cointegration has been established from the ARDL model, the next step is to estimate
the long-run and error correction estimates of the ARDL and their asymptotic standard errors. The long run
is estimated by:

p p P p p
INEXT, = o+ Y BCF_ +D_B,INGDP_ + > B, INPOLITY,, + > B,INF_ + > AFD_ +v, %)
i=0 i=0 i=0 i=0

i=0
This is followed by the estimation of the short-run parameters of the variables with the error
correction representation of the ARDL model. By applying the error correction version of ARDL, the speed

26



of adjustment to equilibrium is determined. When there is a long-run relationship between the variables,
then the unrestricted ARDL error correction representation is estimated as:

P P P
AINEXT, =¢, + > SACF,_; + > 5,AINGDP_; + > _5,AINPOLITY, ; +
i=0 i=0 i=0

P P
D> S,INF_ + > 5,FD,_; + yECT,_, +Q, 5)
i=0

i=0
Where v is the speed of adjustment of the parameter from the short-run to long-run equilibrium following

a shock to the system and ECT.. is the residuals obtained from equations (4). The coefficient of the lagged
error correction term y is expected to be negative and statistically significant to confirm the existence of a
cointegrating relationship among the variables in the model. The value of the coefficient, y, which signifies
the speed of convergence to the equilibrium process, usually ranges from -1 and 0. -1 signifies perfect and
instantaneous convergence while 0 means no convergence after a shock in the process.

In addition, Pesaran and Pesaran (1997) argued that it is extremely important to ascertain the constancy of
the long-run multipliers by testing the above error-correction model for the stability of its parameters. The
commonly used tests for this purpose are the cumulative sum (CUSUM) and the cumulative sum of squares
(CUSUMQ), both of which have been introduced by Brown et al. (1975).

4 EMPIRICAL RESULTS

Table 2 presents the descriptive statistics of the variables used in the study. From the table, the total number
of observations used was 43, and it was found that all the variables have positive means. Further
examination of the table reveals that all the variables are slightly negatively skewed except inflation and
real GDP. The deviation of the variables from their means as shown by the standard deviation gives an
indication of wide growth rate (fluctuation) of these variables over the study period. The Jarque-Bera
statistic also shows that the null hypothesis that the series are drawn from a normally distributed random
process cannot be rejected except external debt and financial development. This is shown by their
probability values.

Table 2: Summary Statistics of the variable

LNEXT CF LNGDP POLITY INF FD
Mean 9.474410 3.959575 9.806741 6.162791 31.63969 22.62380
Median 9.572204 7.633468 9.735963 7.000000 24.56542 22.66524
Maximum 10.09917 9.985304 10.62263 8.000000 122.8745 34.10831
Minimum 8.728203 -8.958086 9.324754 0.000000 3.030303 11.30499
Std. Dev. 0.398414 7.193499 0.340513 2.126144 28.84950 6.272417
Skewness -0.475995 -1.104768 1.001649 -1.478655 1.958858 -0.011674
Kurtosis 1.978936 2.258661 3.270420 3.885123 6.355115 1.984831
Jarque-Bera 3.491699 9.731676 7.321340 17.07301 47.66781 1.847412
Probability 0.174497 0.007705 0.025715 0.000196 0.000000 0.397045

» Sum 407.3996 170.2617 421.6899 265.0000 1360.507 972.8234 e

Sum Sq. Dev. 6.666822 2173.350 4.869874 189.8605 34956.33 1652.415
Observations 43 43 43 43 43 43

Although the ARDL cointegration approach does not require unit root tests, nevertheless we need to
conduct this test to ensure that none of the variables are the integrated of order 2, thus, 1 (2), because, in the
case of | (2) variables, ARDL procedures makes no sense. If a variable is found to be 1(2), then the computed
F-statistics, as produced by Pesaran et al. (2001) and Narayan (2005) can no longer be valid. The results
of the Augmented Dickey-Fuller test as shown in Table 3 indicate that all the variables are non-stationary
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at their levels except capital flight and polity. However, all of the variables are stationary in the first
difference at the 1% level of significance. This implies that all other variables are integrated of order one
or I(1). Since the variables are shown to be either 1(0) or I(1), we can proceed to test for cointegration using
the ARDL approach to cointegration.

Table 3. Results of Unit Root Test: ADF Test

Levels First Difference

Var. ADF-Statistic Lag Var. ADF-Statistic Lag Ol
LNEXT  -0.974585 (0.7537) 1 DLNEXT  -6.396770(0.0006) *** 0 1(2)
CF -7.826107(0.0000) *** 0 DCF -6.198752(0.0000) *** 0 1(0)
LNGDP  -1.002320(0.9959) 0 DLNGDP  -5232315(0.0001) *** 0 1(2)
POLITY -3.309668(0.0207) ** 0 DPOLITY  -8.427628(0.0000) *** 0 1(0)
INF -2.475187(0.1288) 1 DINF -11.40022(0.0000) *** 0 1(1)
FD -1.240119 (0.6481) 0 DFD -6.12630(0.0000) *** 0 1(1)

Source: Authors Own Construction

The results of the bound test procedure for cointegration analysis between external debt and its determinant
are presented in Table 4. As shown in Table 4, the joint null hypothesis of lagged level variables (that is,
variable addition test) of the coefficients being zero (no cointegration) is rejected at 1 percent significance
level. This is because the calculated F-statistic value of 5.104335 exceeds the upper bound critical value of
4.15 at 99%.This means that there exist a long run relationship between external debt and capital flight.

Table 4: Results of Bounds Tests for the Existence of Cointegration

10% Sign. Level 5% Sign. Level 2.5% Sign. Level 1% Sign. Level
K 1(0) I(1) 1(0) I(1) 1(0) I(1) 1(0) I(1)
5 2.08 3 2.39 3.38 2.7 3.73 3.06 4.15

F-statistic 5.104335

Source: Authors Own Construction

As shown in Table 5, the results indicate theoretically correct and prior expected signs for almost all of the
explanatory variables. Capital flight expressed as a ratio of GDP, real GDP, political stability, inflation and
financial development all have the expected sign and exert a statistically significant effect on external debt
in the long-run. The constant is also negative and statistically significant too. The positive and statistically
significant coefficient of the capital flight means that increases in capital flight have the potential of
stimulating external debt in Ghana at the aggregate level over the study period. This result concurs with the
findings of Saxema (2016) for the Indian economy. Ndikumana & Boyce (2014) also found a similar result
for Sub-Saharan Africa.

Table 5: Estimated Long-Run Coefficients using the ARDL Approach
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Variable Coefficient Std. Error t-Statistic Prob.

CF 0.075848 0.026967 2.812602  0.0090 ***
LNGDP 1.227552 0.260778 4707270  0.0001 ***
POLITY -0.066100 0.029944 -2.20748  0.0360 **
INF 0.006712 0.003531 1.900671  0.0681 =*

FD -0.031654 0.013404 -2.361444  0.0257 **

C -1.78978 2.437822 -0.725639 0.4743

Source: Authors Own Construction Note: *** denote significance at 1%, ** denote significance at 5% and * denote significance at 10%

The error correction model that calculates the error correction term for the adjustment to short run
equilibrium in equation 1 when there is any disequilibrium in the system as a result of a shock is given as:

Cointeq = LNEXT - (0.0758*LNCF + 1.2276*LNGDP -0.0661*POLITY +
0.0067*INF -0.0317*FD -1.7690)

Once the long-run relationships among the variables have been established within the ARDL framework,
the study further estimates their short-run relationships. According to Engle and Granger (1987), when
variables are cointegrated, their dynamic relationship can be specified by an error correction representation
in which an error correction term (ECT) computed from the long-run equation must be incorporated to
capture both the short-run and long-run relationships. From the result in Table 6, it is again evident that the
results of the short-run dynamic coefficients on capital flight, Polity, financial development, and inflation
have the expected positive and negative signs respectively as in the long-run and exert statistically
significant coefficients on external debt. The Gross Domestic Product, though is positive in the long-run, it
is not statistically significant coefficients on external debt. The coefficient of the error correction term is
negative as expected. Additionally, the value of the external debt lagged one period on current values of
external debt in the short-run is negative and statistically significant at 10 percent significant level. The
implication is that current values of external debt are negatively affected by their previous year’s values.

Table 6: Estimated Short-Run Error Correction Model using the ARDL Approach

Variable Coefficient Std. Error t-Statistic  Prob.
D(LNEXT(-1)) -0.276514 0.152967 -1.80775  0.0818 *

D(CF) 0.003578 0.00097 3.687917  0.001  ***
D(LNGDP) 0.151367 0.118911 1.272944 0.2139
D(POLITY) -0.008464 0.004405 -1.921702 0.0653 *
D(INF) 0.000925 0.000285 3.243912  0.0031 ***
D(FD) -0.012195 0.003363 -3.626229 0.0012 ***
ECT(-1) -0.149519 0.023607 -6.333583 0.0000 ***
Source: Authors Own Construction Note: *** denote significance at 1%, ** denote significance at 5% and * denote significance at 10%

Also, the coefficient of the lagged error correction term (ECT1) is negative and highly significant
at 1 percent significance level. This confirms the existence of the cointegration relationship among the
variables in the model yet again. The ECT stands for the rate of adjustment to restore equilibrium in the
dynamic model following a disturbance. The coefficient of the error correction term is 0.1495. This means
that the deviation from the long-term growth rate in GDP is corrected by approximately 15 % each year
due to adjustment from the short-run towards the long-run. In other words, the significant error correction
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term suggests that more than 15 percent of disequilibrium in the previous year is corrected in the current
year.

Hansen (1992) warned that the estimated parameters of a time series data might vary over time. As
aresult, it is crucial to conduct parameter tests since model misspecification may arise as a result of unstable
parameters and thus has the tendency of biasing the results. In order to check for the estimated variable in
the ARDL model, the significance of the variables and other diagnostic and structural stability tests of the
model are considered. Table 7 shows the results for the model Diagnostics and Goodness of Fit.

Table 7: Model Diagnostics and Stability Tests

R-Squared (R?) 0.986493 Adjusted R Squared 0.980491

S.E. of Regression 0.049857 F-stat. F(9, 28) 164.3359[.000]
Mean of Dependent Var. 9.528813 S.D. of Dependent Var .356944
Residual Sum of Squares 0.067113 Equation Log-likelihood 71.04747
DW-statistic 2.179113

Diagnostics LM Version F Version
Serial Correlation y2auto (1) 1.5249[.217] 91977[.348]
Functional Form  y2Reset (1) .18930[.664] .11014[.743]
Normality 12Norm (2) 3.0777[.215]

Hetero 2white (1) 1.8177[.178] 1.8085[.187]

Source: Authors Own Construction

The diagnostic test shows that there is no evidence of autocorrelation and the test proved that the error is
normally distributed. Additionally, the model passes the white test for heteroskedasticity as well as the
RESET test for correct specification of the model. A DW-statistic of 2.179113 indicates that there is no
strong serial correlation in the residuals. The overall regression is also significant at 1 percent as can be
seen from the R-squared and the F-statistic in Table 5 above. The R-squared value of 0. 986493 indicates
that about 99 percent of the change in the dependent variable (LY) is explained by changes in the
independent variables. Also, an F-statistic value of 164.3359 suggests the joint significance of the
determinants in the ECT.

The plots of the cumulative sum of recursive residuals (CUSUM) and the cumulative sum of squares of
recursive residuals (CUSUMSAQ) stability tests as depicted in Figures below indicate that all the coefficients
of the estimated model are stable over the study period since they are within the 5 percent critical bounds.

Figurel: Plots of the cumulative sum of recursive residuals (CUSUM)
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Figure2: Plots of the cumulative sum of square of recursive residuals (CUSUM)
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To establish the predictability of capital flight on external debt, Granger causality test was applied to
measure the linear causation among these variables. The usual Granger causality test proposed by Granger
(1969) has been found to have plausible shortcomings of specification bias and spurious regression. Engel
and Granger (1987) defined X and Y as being cointegrated if the linear combination of X and Y is stationary,
but each variable is not continually stationary. Therefore, Engel and Granger (1987) pointed out that when
variables are non-stationary at the same level, then the usual Granger causal test will be invalid. To mitigate
these problems, Toda and Yamamoto (1995) and Dolado and Lutkepohl (1996) based on augmented VAR
modeling, introduced a modified Wald test statistic. This procedure has been found to be superior to the
usual Granger causality tests because it can be estimated irrespective of whether the series is 1(2), 1(1) or
1(0). Table 8 present the result of the Toda-Yamamoto Granger causality test.

Table 8: Toda-Yamamoto Causality Test

Null Hypothesis Obs F-Statistic ~ Prob.
EXT does not Granger Cause CF 33 14.99797 0.0410
CF does not Granger Cause EXT 9.562798 0.3870

Source: Computed by the authors using Eviews 9.

The Toda-Yamamoto Causality Test causality test results in Table 8 indicate that the null hypothesis of
capital flight does not Granger cause capital flight is not rejected implying that capital flight does not
Granger cause external debt. However, the null hypothesis that external debt does not Granger cause capital
flight is rejected, implying external debt indeed Granger causes capital flight. This means that there exists
a uni-directional causality running from external debt to capital flight indicating the existence of a debt-
fueled capital flight. These results show that, if unchecked, the external debt will continue to cause massive
capital flight hence leaving the country with a resource deficit.
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5 CONCLUSION AND POLICY IMPLICATIONS OF THE STUDY

This paper examined the relationship between capital flight and economic growth in Ghana
employing the autoregressive distributed lag (ARDL) approach to cointegration for the period 1970 to 2012.

The empirical evidence presented in this paper suggests that there is both short-run and long-run
relationship between external debt and capital flight in Ghana signifying that increases in capital flight lead
to increase in external debt and that if the capital flight is unchecked, it will continue to cause a substantial
amount of external debt. However, the Granger causality test results revealed a unidirectional causality
running from external debt to capital flight. This implies that large capital flight in Ghana to a large extent
is financed by external borrowing, a phenomenon known as debt-fueled capital flight. This result implies
that creditors knowingly or unknowingly financed the export of private capital rather than investment. Such
lending is often motivated by political and strategic considerations. Again, it could also imply a lack of
diligence on the part of creditors before the loans were approved. A policy implication for external debt
management is to insist that foreign creditors be made to bear the consequences of irresponsible or
politically motivated lending while government should accept the liability of those portions of the debt
incurred my past government that was used to finance development projects and programs.

In addition to greater accountability on the creditor side, it is equally important that Ghana as a
country should establish mechanisms of transparency and accountability with respect to decision-making
processes regarding external debt management. It is important that the government guarantee that any
external loans acquired are invested into productive projects that give higher returns on investment. If these
loans are invested into such productive projects, it enhances the country’s debt serving capacity thereby
reducing the incidence of falling into a debt crisis. Furthermore, the government also needs to timely pay
its outstanding obligations to avoid a debt trap which can also spill over into a debt crisis. These measures
can thus reduce capital flight since the debt-driven capital flight is exacerbated when conditions for debt
crises exists.

This result also suggests an additional rationale for the annulment of debts since the continuous
accumulation of external debt may signal increased risks, to which private capital owners may respond by
pulling out their capital. The government needs to discuss with International Financial Institutions, the
World Bank and other bilateral loan providers for the possible debt annulment or debt rescheduling.
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SAVINGS IN POLISH SENIORS’ HOUSEHOLDS

Paulina Aniola-Mikotajczak, Zbigniew Golas
Abstract

The main objective of the paper is the analysis of saving portfolio of the households of Polish seniors over
50 years old. To achieve this aim, the classification of Polish seniors’ households based on the composition
of their saving portfolio was conducted. The data used in the analysis comes from the Social Diagnosis. By
using cluster analysis 4 types of older people’s households were distinguished: saving in cash (46%), saving
in banks and avoiding cash (26%), saving in banks and in cash (25%), diversified (3%). Households of
older people in Poland use mainly safe savings products, that do not require much involvement. Almost
half of surveyed households of seniors accumulates they savings only in the form of cash.

Keywords: households of seniors, savings, saving portfolio, cluster analysis
1. INTRODUCTION

Demographic changes such as aging, life extension, the decline in population growth, translates into the
fact that seniors are becoming important player on the market, including the market for banking and
financial services (Czerwinski 2016, Ktobukowska 2016, Zalega 2016). Olejnik (2014) and Zalega (2016)
emphasize the growing potential of the older people’s segment, which until now was considered as
unattractive. Ktobukowska (2016) as the strong side this consumer group shows fixed, regular cash flow,
loyalty and conscientiousness in payments. Also Olejnik (2014) highlights the importance of regular, but
small income of seniors. Zalega (2016) draws attention to the changing lifestyles of older people, including
the way how they spend free time. The stereotypical image of the poor and lonely elderly people is slowly
replaced by the image of active people with the hedonistic approach to life (Zalega 2016).

It should be noted that the segment of seniors is not a homogenous group, which was evidenced by the
results of previous studies. Czerwinski (2016) observes that age, income, level of education are the main
factors determining the use of financial services by Polish seniors. The analysis of Olejnik (2014) show,
that besides these three factors, the use of financial services by Polish seniors is also determined by the
place of residence and health.

Grzelak-Kostulska (2016) emphasizes that the level of education of seniors largely determines their overall
activity, and the ability to adopt new attitudes, behaviors, and patterns. She also noted that the level of
education of seniors aged 65 and more, in recent years has increased significantly. In the years 2002-2011
the percentage of people over 65 with higher education increased from 6,2% to 9,5%. At the same time
decreased the percentage of older people with no education (from 12,5% to 5%).

Another aspect that should be taken into account in analyzing segment of seniors is greater aversion to risk
among older people, which is reflected in the fact that this segment prefers safe financial products (Bakshi
and Chen 1994, W¢jcik 2007, Clark and Strauss 2008, Collard 2009, Rytelewska and Ktopocka 2010,
Czerwinski 2016). Extensive research on risk aversion among the elderly conducted Bejtelsmit and
Bernasek (2001). They indicate that the financial portfolio of elderly (over 65) was much poorer in assets
with a high degree of risk, in comparison with a portfolio of younger people. They also noted that financial
portfolios of affluent households consist of more risky financial instruments than portfolio of less wealthy
households. Similar conclusions were reached by Morin and Suarez (1983), who observed that beyond age,
another important factor influencing the increase in risk aversion is the level of wealth. Among the less
affluent investors aversion to risk increases with age, while in the case of wealthy investors, can be seen
opposite tendency. Increasing propensity to risk in wealthier households is also confirmed by studies Clark
and Strauss (2008) and Collard (2009).
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2. THE RESEARCH MATERIAL AND METHODS

This study based on the data from over 8000 Polish households run by people over 50, surveyed by Social
Diagnosis project in 2015. The Social Diagnosis is a comprehensive survey of the conditions and life quality
of Poles in their own assessment. It is conducted by the Council for Social Monitoring periodically since
2000. It covers both the economic aspects of households (eg, affluence, income situation, way of managing
income) and non-economic aspects (eg, education, lifestyle, health, satisfaction with various aspects of
life).

The segment of seniors’ household is not a homogeneous group. The diversification of households is
influenced by economic, social and psychological factors of closer and further environment in which they
exist. The typology of a population allows to show these inhomogeneities in the multidimensional space
defined by a number of features simultaneously. The main task of typology is to distinguish and describe
the types in such way, to expose their characteristic features (Smyczek 2001).

In order to distinguish the types of Polish senior households based on their saving portfolio, a
multidimensional clustering method was applied. The aim of clustering methods is to divide a multi-
dimensional set of observations into homogeneous subsets, based on a set of characteristics that describe
them (Poczta-Wajda 2010). The study used a non-hierarchical cluster analysis method (k-means method),
in which the number of clusters is determined a priori. The clusters are formed in such a way, that the
objects placed within a given cluster are as similar to each other as possible, and the objects form different
clusters are as much different from each other as possible. The aim of the method is to form homogeneous
groups, minimizing the variance in clusters and maximizing the variance among them (Stanisz 2007).

The method of cluster analysis was used to study the composition of saving portfolio of seniors’ households.
This study allows to obtain valuable information about the different types of financial strategies of seniors’
households in Poland. The basic criterion for the classification using cluster analysis were different financial
products. Cluster analysis was conducted on the basis of 15 variables representing different forms of saving:
bank deposits in zlotys, bank currency deposits, individual pension funds, investment funds, bonds,
Employee Pension Fund, securities listed on the stock exchange, shares and stocks in companies not listed
on the stock exchange, investments in property, investments in material goods other than real property,
cash, insurance policy, long-term savings programmes, savings account, personal current account.

The fact of declaring (yes-no) by a household the listed above forms of saving, was basis for identification
and naming the clusters, that they represent. Since the number of clusters is not known, and the variables
used in analysis (form of saving) are qualitative, the best method of grouping is the method of k-means,
contained in a module of Statistica Data Mining. In addition, the application in this case V-fold cross-
validation, enables to find the optimal number of clusters, which, according to Sagan (2010) is from three
to six. The obtained results were the basis for profiling the individual clusters (types of savings strategies
of households). The profiling of types was conducted by cross-tabulation using contingency tables, which
show the simultaneous distribution of several features.

3. THE CLASSIFICATION OF SENIORS’ HOUSEHOLDS BASED ON
THE COMPOSITION OF THEIR SAVING PORTFOLIO

Using the cluster analysis method, four types of households run by persons over 50 were distinguished
based on the composition of their savings portfolio: (table 1):

diversified (3%),
saving in banks and in cash (25%),
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saving in banks and avoiding cash (26%)
saving in cash (46%).

Table 1. Indicators of classification, Source: Own calculation based on: Social Diagnosis Database,
www.diagnoza.com

Forms of saving Cluster 1:  Cluster 2: Saving in  Cluster 3: Saving in Cluster 4: Saving

Diversified banks and in cash banks and avoiding @ in cash

cash

bank deposits in PLN 85,4 80,0 89,8 12,0
bank deposits in foreign currencies 24,0 55 3,7 1,0
bonds 22,9 2,9 2,9 1,2
investment funds 60,4 49 4,0 1,8
Individual Pension Fund 70,8 2,6 3,1 1,4
Employee Pension Fund 13,5 1,7 19 0,6
securities listed on the stock 11,5 3,0 1,9 0,7
exchange
shares and stocks in companies not 7,3 2,1 1,8 0,5
listed on the stock exchange
investments in property 24,0 2,6 1,8 0,8
investments in material goods other 15,6 1,2 0,3 0,5
than real property
cash 69,8 66,9 0,0 91,9
insurance policy 94,8 16,5 11,7 8,0
long-term savings programmes 28,1 8,0 2,2 0,8
savings account 70,8 78,1 0,0 7,2
personal current account 81,3 85,3 53,5 22,3
Number of cases 96 841 892 1545
(%) 2,8 24,9 26,4 45,8

Tables 2 and 3 provides basic information about the distinguished clusters of seniors’ household. Their
analysis provides the basis for a detailed description types of Polish seniors’ households based on their
saving portfolio.
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Table 2. Households’ behaviors and financial problems by clusters, Own calculation based on: Social Diagnosis
Database, www.diagnoza.com

Specification Cluster  1: Cluster2: Saving | Cluster 3: Savingin = Cluster 4:
Diversified in banks and in = banks and avoiding = Saving in cash
cash cash
Using the bank services yes 99,0 99,5 98,9 77,5
Savings value up to monthly household income 32 6,6 11,7 28,0
above monthly — to 3months 14,7 19,9 31,5 35,1
household income
above 3 months to half year 10,5 28,1 22,2 17,4
household income
above half year — to yearly 21,1 23,0 15,8 7,0
household income
above yearly to 3 years household 21,1 71 4,7 1,8
income
Above 3 years household income 12,6 31 35 1,0
Hard to say 16,8 12,3 10,6 9,6
Household have credit or = yes 337 18,7 16,3 18,6
loan
Household have mortgage = yes 43,8 19,8 16,7 10,0
The value of debt up to monthly household income 9,7 18,4 26,2 24,3
above monthly — to 3months 9,7 23,7 19,2 26,5
household income
above 3 months to half year 9,7 16,5 19,2 14,3
household income
above  half year — to yearly 19,4 10,5 10,6 10,3
household income
above yearly to 3 years household 25,8 11,8 9,2 55
income
Above 3 years household income 6,5 79 7,1 9,9
Hard to say 19,4 11,2 8,5 9,2
Makeing ends meet with great difficulty 11 15 3,0 6,2
with difficulty 54 7,6 9,9 13,2
with some difficulty 14,0 333 36,2 42,3
rather easily 41,9 44,2 39,4 32,1
easily 37,6 13,5 11,6 6,2
Income sotuation get worse 15,6 15,0 16,9 18,2
get better 19,8 14,5 10,3 11,9
no changed 64,6 70,4 72,8 69,9

Cluster 1: Diversified

This is the smallest group of all distinguished types of households. It consist of only 96 households, which
constitutes less than 3% of the surveyed population of seniors. This group has the most diversied saving
portfolio. Diversified their funds invest primarily in insurance policies (95%), bank deposits in PLN (85%),
personal current accounts (81%), savings accounts(71%) in the Individual Pension Fund (71%), cash ( 70%)
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and investment funds (60%). Approximately every fourth household of seniors from this cluster also invest
savings in long-term savings programmes (28%), bank deposits in foreign currencies (24%), investments
in property (24%) and bonds (23%).

Households from this cluster are characterized by very high value of savings. In every third household from
this cluster it exceeds the annual income of the household, and in every tenth (13%) household the savings
exceeds the 3-year household income. Moreover, this cluster is characterized by a very low percentage of
households (3%) with the lowest savings, ie. less than the monthly income of the household.

Diversified households are indebted relatively most frequently. As many as every third household declares
to repay credits or loans, and more than 40% repay mortgage. This translates into high value of indebtedness
— in more than half of households debt exceeds the semi-annual household income, and in every third
household debt exceed an annual income. Only in every tenth household from this cluster, the value debt is
lower than the monthly income of the household.

Households from this cluster positively evaluate their income situation. Almost 80% of them declare that
the current income is enough to make ends meet, while to 38% of households making ends meet come
easily. Every fifth household claims that compared to two years ago, the income situation of the household
get better.

The households representing Diversified cluster are characterized by the following socio-economic
features:

domination of employees households (42%), more than the average households of self-employed (17%),
lack of households living on unearned sources,

relatively high percentage of marriages with children,

relatively more often the household is run by man (74%),

low age of the head of household. Almost half of the households are run by persons aged 50-59,
the place of living is usually very big (27%) or big city (18%),

the high level of education of the head of household head. domination of households run by people with
higher education (58%),

relatively low percentage of single households (12%),

very high level of income - almost 4000 PLN per month.
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Table 3. Socio-economic features of households by clusters, Own calculation based on: Social Diagnosis Database,
diagnoza.com

Socio-economic
group

Biological
of family

type

Sex

Age

Place of living

Level of
education

Marital status

Specification

employees

farmers

self-employed

retire

pensioner

living on unearned sources
marriage without childreen
marriage with one child
marriage with two childreen
marriage with 3+ childreen
single parent family
multifamily

single non-familial
Multiple non-familial

man

woman

50-59

60-69

70-79

80 i wigcej

city with population over 500
thousand inhabitants and more
city with population 200-500
thousand inhabitants

city with population 100-200
thousand inhabitants.

city with population 20-100
thousand inhabitants

city with population less than
20 thousand inhabitants.

village

primary school and lower
vocational/junior high school
secondary

higher

single

married

widower

divorced

legal separation

Cluster 1:
Diversified

42,1
3,2
16,8
35,8
2,1
0,0
41,1
17,9
84
3,2
9,5
6,3
12,6
11
74,0
26,0
47,9
32,3
10,4
9,4
271

17,7

7,3
17,7
11,5

18,8
21
8,3

31,3

58,3

11,5

68,8

14,6
4,2
0,0

40

Cluster 2: Saving in
banks and in cash

39,7
55
6,3

45,2
2,3
1,0

38,8

16,1
8,4
33
8,0
9,3

153
0,7

70,0

30,0

39,2

354

16,2
9,2

10,5

14,0

8,1

21,3

14,7

31,4
9,6
25,8
30,4
34,2
50
73,7
15,2
54
0,1

Cluster 3: Saving in banks
and avoiding cash

30,6
36
49

54,8
49
12

39,3

1338
54
15
70
6.4

25,8
08

62,6

37,4

29,3

39,7

20,7

103

117

13,0

9,8

22,6

131

29,8
9,7
23,6
36,6
30,1
7,2
64,9
21,7
57
0,1

Cluster 4: Saving
in cash

25,5
53
35

56,9
6,7
2,0

34,2

12,6
74
3,0
8,2
8,2

255
1,0

65,5

34,5

29,2

33,3

22,0

15,5
6,1

6,9

6,1

22,5

14,5

43,9
24,9
32,9
27,9
14,3

49
62,7
26,6

50
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de facto separation 1,0 0,6 0,3 0,6
Income 3958 2479 2159 1755

Cluster 2: Saving in banks and in cash

About Y4 of analyzed households of persons above 50 represent the cluster Saving in banks and in
cash. This type of households invest savings mainly in bank — on personal current accounts (85%), bank
deposits in zlotys (80%), savings account (78%) and also in cash (67%). Other saving products have
marginal importance for the representatives of this cluster.

In this cluster the value of savings is relatively higher than in clusters: three and four, represented by almost
%, of analyzed population of seniors above 50. Almost half of the households represented cluster 2 have
savings equaled from 3 months to yearly household income.

Saving in banks and in cash are indebted on the average level. About every fifth household declared to use
credits or loans (19%) and mortgage (20%).

The income situation in these households is rather stable. The representatives of this cluster have no major
problems with meeting their needs and makings ends meet come them rather easily.

The households representing Saving in banks and in cash cluster are characterized by the following socio-
economic features:

domination of employees households (39%). relatively high comparing to other clusters percentage of
households of farmers (6%),

relatively high percentage of marriages with children,
relatively low age of the head of household, % of households are run by persons above 69,

relatively high level of education of the head of household. every third household is run by persons with
higher education (34%),

dominate households of married people (74%),

average level of income (2479 PLN).

Cluster 3: Saving in banks and avoiding cash

One fourth of analyzed households of people aged 50 and more, were classified to the cluster Saving in
banks and avoiding cash. The saving portfolio of representatives of this cluster is dominated by bank
deposits in zlotys (90%) and personal current accounts (54%). The characteristic feature of this cluster is
the fact, that any of the household save money neither in form of cash nor on saving accounts.

The value of saving in this cluster is relatively low. More than 40% of households declare that their savings
do not exceed three months income.

Households are indebted to the average level, and the value of credits and loans is rather small. In every
fourth household representing this cluster, the value of debt does not exceed the monthly income of the
household.

Also the financial situation of Saving in banks and avoiding cash is average. Half of the households do not
show major difficulties with meeting needs from current income, but every third household has some
difficulties in this area, and almost 13% of households declare difficulty or great difficulty with making
ends meet with.

The households representing Saving in banks banks and avoiding cash cluster are characterized by the
following socio-economic features:
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dominate the households of retired (55%),
= relatively high percentage of single non-familial households (26%),

= relatively most often comparing to other clusters, the household is run by woman (37%),

dominate the households run by persons with secondary education (37%),
average level of income (2159 PLN).
Cluster 4: Saving in cash

The last and most numerous cluster, is represented by almost half the analyzed population of seniors over
50 (46%). The saving portfolio of this group of households is dominated by cash (92%). Only every fifth
representative of this cluster declare to have a personal current account (22%). Preference to accumulate
money in form of cash may be due to the low number of banking services users in this cluster. More than
1/5 of the representatives of this focus does not use any bank service.

The value of saving is the lowest among all clusters. More than 4 of households (28%) have savings not
exceeding their monthly income. In every third household (35%) the value of savings amounts from
monthly to three months income.

Saving in cash are indebted to the average level (19% repay some credit or loan), but they relatively least
likely use mortgage - only every tenth representative of this cluster declare to repay mortgage. For half of
the households representing this cluster, the debt does not exceed the three-month income. However, it
should be noted that among Saving in cash there is also a relatively high proportion of households (10%)
in which the value of loans exceed a 3-year income.

Saving in cash rather negatively evaluate their income situation. More than 60% of the households declare
problems with making ends meet. Almost every fifth household thinks that its income situation has
worsened in the last two years, and one in ten households acknowledges that income is not sufficient to
cover current needs.

The households representing Saving in cash cluster are characterized by the following socio-economic
features:

dominate households of retired (57%), relatively the highest percentage of pensioners’ households (7%),
Relatively high percentage of single non-familial households (26%),

the relatively high age of the head of household, the highest percentage of households led by people aged
70-79 years (21%) and above 80 (16%),

the place of living is usually village (44%), relatively the smallest percentahe of households living in a big
cities (6%),

low level of education of the head of household. every fourth household is run by persons with primary
education or lower,

relatively the highest percentage of households run by widowers (27%),

the lowest level of income among all clusters (1755 PLN).

4 SUMMARY

Segment of households run by seniors over 50 is a heterogeneous group, so it should not be treated it in
the same way. Banking and financial institutions should try to adopt their products, taking into account the
needs and preferences of older people and differentiate it depending on the specific socio-economic
features, such as age, education level or level of wealth.
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The results of cluster analysis justify the perception of saving behaviors of households of people over 50
through the prism of the four clusters, which are distinguished on the basis of the composition of the savings
portfolio: Saving in cash (46%), Saving the bank and avoiding cash (26%), Saving in bank and cash (25%),
Diversified (3%).

The segment of older people usually use simple, safe and passive forms of saving. Much less popular are
more complex products, with a greater degree of risk and requiring activity in the financial market. In the
saving portfolio of more affluent and better educated households the occurrence of savings products with a
higher degree of risk is a bit more common.

Key factors diversifying the saving portfolio of seniors are: age, the level of income and level of education.
Taking into account the demographic changes, such as an increase in the percentage of seniors with higher
education, which translates into higher income, it can be assumed that the next generation of seniors will
be more active on the market of financial products. Higher level of income and education translates into a
reduction of risk aversion, which may contribute to the growth of interest in alternative, more aggressive
ways of investing free funds.
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SMART GROWTH CONCEPT: COMPARISON OF EU AND US
APPROACH

Davit Alaverdyan
Abstract

The importance of newly created approaches that leads to sustainability in our communities and economies
cannot be overemphasized in today’s fast growing world. Smart growth has appeared in the reality of Unites
States to solve the problems of urban sprawls. Thus having a strategy which will create communities with
diverse housing and transportation options, will create better links with neighbourhoods, and will promote
community engagement. However, in Europe it appeared as a part of Europe 2020 strategy, where it has a
goal to bring more effective investments in education, research and innovation. A systematic review was
applied in the paper. It was employed the collection of research papers about smart growth as a public
policy, as a means of sustainable development, as an asset of an effective growth and as a new concept in
European Union.

It was revealed that in both continents the concept is getting more popularity by policy makers and it is
strongly linked with sustainable development.

Keywords: Smart Growth, Development, Sustainability

1 INTRODUCTION

Smart growth was launched from a community of environmentalists, citizen groups, transportation
planners, and policy makers in (Geller, 2003). It came to reality to reflect rising concerns with specific
problems caused by the existing pattern of urban development. In the name of smart growth, for example,
the American Planning Association seeks to enhance the efficacy of planning; the U.S. Environmental
Protection Agency (EPA) seeks to protect environmental quality and the Urban Land Institute seeks to
facilitate large-scale development and the National Association of Home Builders seeks to remove land use
restrictions. (Gerrit, 2002). In European Union, smart growth has less to do with planning and more to do
with policies for innovation, research and education (Lucia et al, 2015). Moreover, several studies from
Asian countries show that the concept closely relates with the effective planning of the cities and the proper
usage of the resources (Wann-Ming, 2015; Rento et al, 2015)

Emerging in the 1990s in United States of America, the concept represents an approach to urban design
that promotes compact development and aims to reduce development in environmentally and culturally
sensitive areas by limiting the expansion of communities into outlying areas and redirecting private
investment to urban areas (Burchell, 2000). It offers a convincing vision of how to revitalize urban areas
and ensure economic competiveness and improved environmental quality. In most urban areas around the
world, conventional low-density development pattern has been successful in causing transportation
problems, environmental degradation, and have led to the loss of farmlands, natural areas and open spaces.
It is this nuisance that has called for innovative thinking and action across the world and generally been
referred to as “Smart Growth” (Katz, 2002). The idea of smart growth recommends a reasonably planned
growth in order to restrict sprawl at the edge, to protect open space against further urban development and
use space more effectively.

As basic principles count among other things the determination of urban growth boundaries, focussing of
the growth onto corridors of transportation lines, re-development and re-use of the central core, infilling in
the core instead of organizing development on the open field, procurement of new lifestyles in the individual
communes with the idea of urban functions in walking distances, and the introduction of regional
governmental, infrastructural and economic coalitions among different spatial levels of cooperation
(Gerhard, 2005). Towards addressing excessive suburban expansion, the concept of smart growth has
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emerged as one of the popular movements to fight against suburbanization in many countries, cities and
towns around the world (Burchell, 2000). The planning principles of smart growth are still relatively new
and even the term “smart growth” is a highly visible concept in public policy debates. It is touted as a
framework for helping communities achieve a better, more equitable and affordable built environment
(Wann-Ming W, 2015).

Further, smart growth allows for the development of the local economy through increased productivity,
property values, business activity, and tax revenue. These are largely evident in the benefits and savings
that result from efficient public services and infrastructure provision, agglomeration efficiencies, and
improved accessibility which reduce costs of transportation and decrease per capita land consumption.
Elsewhere, it is also held that smart growth policies are oppressive, restrict property owners’ rights and
freedoms, and constitute “social engineering” through the imposition of needless regulations (Williamson,
2010)

The article brings together different meanings and definitions of smart growth currently used in USA and
in European Union (EU). It shows how different organisations and companies use it for different purposes
to achieve their goals. It shows how the concept is getting wide spread use in different sectors, by having
different ideology and approaches. Moreover, it shows the main principles of the concept and the concept
as a means of sustainability.

2 THE SCOPE OF THE PAPER AND METHODS

Paper is created using qualitative methods. Review of the literature was applied where smart growth acts
as a means of planning, sustainability and a symbol of a growth to show the different faces, implementation
and area of the coverage of the concept. A systematic review was applied in the paper. It was employed the
collection of research papers about smart growth as a public policy, as a means of sustainable development,
as an asset of an effective growth and as a new concept in European Union. The paper will serve as a base
to understand the concept, summarize the advantages and use in further researches with the purpose of
applying in other sectors.

3 SMART GROWTH IN USA

Currently there is no single definition of smart growth that satisfies everyone, and many people have their
own (Miller and Hoel, 2002). Different environmental organizations, government agencies, and interest
groups define smart growth in their own ways to achieve their particular missions and goals. Then end
result is the use of a common label for approaches that are not fully consistent and may even be
contradictory (Ye et al, 2005). The concept is varying from continent to continent and it serves to different
goals.

Turner (2007) states that smart growth is one of the efforts of controlling the natural resources consumption.
In a collective description, smart growth aims to make a compact city, not create a city development in a
sprawl condition. However, there is a difference between smart growth and smart city. If smart growth
plays a role as " pot" of physical nature of urban areas, the smart city plays a part as "content" of urban
areas. The first is an enhancement of technology development and the second is drawing of people's needs
(Angelidou, 2015).

Mandpe and Meyer (2005) noted that, beyond the categories of resource preservation and community
development, most dimensions of smart growth definition are urban focused. Many of the needs of rural
communities seem to be left out of the standard definitions of smart growth and the array of policies to
advance better planning. Barbara McCann, the Executive Director of Smart Growth America, states that
smart growth includes many different things. It is not only just transportation but also a mindset towards
creating a more holistic community (Geller, 2003).
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Harris (2012) also refers smart growth to urban planning and transportation. According to him it is an
approach that concentrates growth in compact walkable urban centres to avoid sprawl. It can be applied to
solve planning and design problems (e.g., mixed-use infill development), to accelerate land use efficiency,
and to manage growth (e.g., human population control). It also advocates compact, transit-oriented,
walkable, bicycle-friendly land use (e.g., neighbourhood schools, complete streets), and mixed-use
development with a range of housing choices. Moreover, to implement the smart growth concept in urban
planning, a private engagement is required to reduce wasteful public subsidies sprawling development
(Glendening, 1997). Similar definition is given by Smart Growth America that defines the concept as
building urban, suburban and rural communities with housing and transportation choices near jobs, shops
and schools. This definition not only emphasizes the promotion of local economies but also the creation of
neighborhoods that are safe, beautiful and within easy reach to shops and other institutions (Ishak et al
2016). Furthermore, according to Freeman et al (2004) the typical smart growth strategy focuses on (1)
creating some kind of urban growth boundary that limits outward expansion of growth, and (2) encouraging
new development in infill-locations in already urbanized areas™ locations which have been passed over in
an earlier wave of growth or which are meanwhile abandoned to "accommodate more intense, newer
development.

In contrast the U.S. Department of Agriculture (USDA), seems to have little concern for urban forms except
for their effect on rural settlements and land uses. The USDA Economic Research Service provided a
definition of smart growth, describing it as “a catch-all phrase to describe a number of land use policies to
influence the pattern and density of new development, which designated areas (cities and older suburbs)
through incentives and design incentives, without actually prohibiting development outside them or
threatening individual property rights” (USDA 2001).

Some scholars believe that smart growth does not contain the nature of the growth principles. According to
Hayward (2000) it is similar to cyclical processes of concentration and de-concentration, of structuring and
re-structuring to adjust changing challenges. In this view, it can be stated that smart growth " turn out to be
just a reprise of urban re- newel” (and not a concept to deal with growth. Also, National Association of
Home Builders (2012) explains it from a developers' perspective. The organization defines smart growth as
“development that provides a wide range of different housing choices.” That is, it is defined as the
development that provides: (1) a firm, comprehensive, open and locally-based planning, (2) a more
effective, innovative and market-sensitive way of utilizing land areas, and (3) housing units according to
economic and population projections. In contrast, Knaap et al (2009), the state’s smart growth legislation
is dedicated to restricting sprawl through neighborhood restoration and revitalization and the direction of
growth towards existing developed areas. In order to discourage outlying developments and to protect
farmlands, open spaces and natural resources.

The U.S. Environmental Protection Agency (EPA) had defined smart growth from the viewpoint of
sustainable development. According to the it is development that serves the economy, the community, and
the environment (EPA, 2002). Also Rento et all (2015) stated that smart growth is closely related with the
components of sustainable development. According to authors smart growth is a healthy development in
economic, environmental and social.

While some of the arguments against smart growth are undoubtedly legitimate, they are scarcely able to
provide enough justifications that warrant the nullification of the smart growth philosophy. Rather, they
offer useful insights into strategies that should be adopted to improve the social, economic and
environmental effectiveness of smart growth policies. In simple terms, the relationship between smart
growth and sustainable development is perhaps reflected in the fact that, both are concerned about the
degradation of the environment and resource exhaustion and that one concept is essentially the approach to
reaching the other (Ishak, 2016).
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3.1 Smart growth principles and sustainability

Ishak 2016 et al is linking sustainability dimensions, sustainable indicators, sustainable urban development
goals and smart growth principles. By showing that the smart growth principles are the big part to reach
sustainable development or to complete the polices which will lead to have 3Es (environment, economy
and equity). In their case studies published in ‘An Approach to Assess the Effectiveness of Smart Growth
in Achieving Sustainable Development’ authors stated that there is no universal approach to smart growth.
Notwithstanding the variations in the way their respective smart growth policies have been designed and
implemented, they each have made conscious efforts to pursue a number of policies that encourage mixed-
use and high-density development, the protection of open spaces and natural areas and transit-oriented
development. Porter (2002) added that the aims of sustainable development are evident in the principles of
smart growth. The Municipal Research and Services Center (MRSC) also see the two concepts to be used
interchangeably. Specifically, they define smart growth to be development that is community-oriented and
sustainable, economically viable and environmentally sensitive (EPA, 2015).

Gerhard (2005) states that 3Es are the base of the smart growth and states that better opportunities, better
access, higher financial and energy savings, lower fiscal disparities, better preservation of agricultural green
field urban field clear edge, urban growth boundaries land are expected to guarantee the hoped for effects
of smart growth. The outcome will be (1) denser subdivisions, (2) urban infill housing, infrastructure and
employment, (3) higher density mixed use, (4) sub-centralization, neighborhood and identity development
and (5) integrated diverse housing, servicing, shopping and urban life style.

While the operationalization of sustainable development in planning could be looked at in many diverse
ways, attempts to integrate sustainable development into urban planning have largely been linked to the
concept of smart growth. While the relationship between the two concepts remains debatable, some writers
maintain that smart growth is similar to sustainable development (Porter, 2002). In its extensively cited
publication, “Getting to Smart Growth”, the Smart Growth Network (2016) outlines ten principles of smart
growth, which include: (a) mixed-use development; (b) compact development/building design; (c) range of
housing choices and opportunities; (d) creation of neighborhoods that are walkable; (e) fostering of unique
and attractive communities with a strong sense of place; (f) the preservation of farmlands, open spaces,
natural beauty and important environmental areas; (g) intensifying and directing development towards
existing communities; (h) provision of a variety of transportation options; (i) making development decisions
predictable, cost-effective and fair; and (j) encouraging community and stakeholder participation in
development decisions. However, Gerhard (2005) sees it as a planning concept with the bottom up approach
nature, smart growth or any kinds of planning concept have to be carefully adjusted to regional conditions
and need. It should be a bottom up concept where trust plays the decisive role. A monitoring system should
escort the initiated processes to tune the system at any time.

Litman (2003) argues that smart growth community residents typically own between 10 and 30 percent
fewer vehicles and drive between 20 and 40 percent fewer annual miles than in sprawling, auto-dependent
communities. The implementation of smart growth policies reduces automobile dependency and helps
urbanites avoid the high cost of fuel, insurance premiums and parking. It is particularly helpful to the
economically, physically and socially underprivileged people who tend to be limited in their ability to drive
and reduces the portion of household budgets devoted to transportation (Rodier et al, 2009).

Finally, as the only national organization devoted to supporting, researching, promoting and providing
leadership for smart growth coalitions in the United States, Smart Growth America has the following federal
policy priorities: (1) support stronger, more economically competitive communities; (2) ensure a more
accountable and safer transportation system; (3) improve programs that waste taxpayer dollars and
encourage costly development; (4) create opportunity in underserved communities; (5) protect water; and
(6) revitalize communities (Ishak 2016 et al).
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4 SMART GROWTH INEU

In 2010 launched ten-year jobs and growth Europe 2020 strategy. It was launched to create the conditions
for smart, sustainable and inclusive growth. Five headline targets have been agreed for the EU to achieve
by the end of 2020. These cover employments; research and development, climate/energy, education, social
inclusion and poverty reduction.

EU defined smart growth by improving the EU's performance in:
Education (encouraging people to learn, study and update their skills)

Research/innovation (creating new products/services that generate growth and jobs and help address social
challenges)

Digital society (using information and communication technologies) (European Commission, 2010).

According to Lacia et al (2015) EU has not adopted the US way of defining smart growth is probably due
to that the problem of urban sprawl is a typical US problem. This is in general not the case for European
cities and the EU therefore focuses on issues that are more pressing for the growth of European economies.
These include lagging behind in terms of productivity, innovation input and output, and growth. The authors
of the paper state that the concepts that underlie the Europe 2020 growth strategy are foremost policy-
oriented concepts and the discussion of how they should be applied and understood in a regional context is
far from settled. In their paper they argue that there are still several outstanding issues related to the different
conceptual aspects of growth defining the Europe 2020 strategy, their mutual interactions in terms of policy
objectives, and how they can be applied and measured in a European regional context. More specifically,
they argue that it is unclear how such smart growth policies are supposed to be translated to fit a diverse set
of rural regions.

According to European Commission (2010) Europe 2020 should be accomplished through Regional Policy
and its funding, mainly with the European Regional Development Fund (ERDF). The annex to this
communication suggests ways of building on regional diversity and ensuring an efficient use of scarce
resources by exploiting synergies between funding sources and between the research and innovation
systems in different regions. The Annex 1 by the European Commission states the following: Actions to
attain the smart growth objectives of EU 2020 through regional policy and its funding.

The main aim of the Action 1 is to develop smart specialisation strategies, which will aim resource
concentration on the most promising areas of comparative advantage, e.g. on clusters, existing sectors and
cross-sectoral activities, eco-innovation, high value-added markets or specific research areas. With the help
of Action 2, Commission will make more extensive use of financial engineering instruments in support of
innovation, including soft loans, guarantees and venture capital, according to the type and size of firm and
risk involved. The expansion of lending and equity financing for innovation through existing instruments,
including the European Investment Bank (EIB) group, and particularly to SMEs should be a policy priority.
Action 3 will pursue the possibility to finance interregional cooperation to promote research and innovation
under the Convergence and Regional Competitiveness Objectives and better access to international research
and innovation networks. While Action 4 is for ensuring coherence between supply push and demand pull
research and innovation policy, by making use of the opportunities offered by public procurement co-
financed by the ERDF to increase the innovation content of products, processes and services. Action 5 will
use international peer review by independent experts for research projects more systematically to enhance
the effectiveness of support. Implementing Action 6 will be considered the use of the ERDF for financing
suitable shortlisted Research Framework Program 7 (FP7) and Community Innovation Program (CIP)
projects and exploiting the possibilities for improving regional innovation policy through the peer learning
offered by FP7, CIP and INTERREG 1V C platforms and networks with Action 7.
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5 CONCLUSION

Originated by the transportation and community planners in 1970s in US smart growth concept started
getting into policy agendas from 1990s. One of the main ideas of the concept was to exclude the sprawls in
US cities and make the cities more compact, environmentally, vehicle and pedestrian friendly. However,
the concept became very diverse and till now there is no fixed definition. Companies or different national
and local organisations are using it differently to reach their goals. One organization connects it with
sustainable development and resource preservation, another connects with urban planning etc. Several
studies from Asian countries has shown that the concept is mainly used to establish effective transportation
systems in big cities. In contrast, it has different ideology in EU, where it is connected with innovation,
education and technological advancement. Moreover, for the EU the concept is very new and there is a luck
of literature related to smart growth.
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EQUILIBRIUM INTREST RATE BASED ON UTILITY PREFERENCES:
THE CASE OF KOSOVO FINANCIAL SYSTEM

Florin Aliu, Fisnik Aliu
Abstract

There is a broad perception that interest rates in the Kosovo banking industry do not reflect underlying
settings of the economy. The paper aims to find out the tendency of the interest rate equilibrium in the
Kosovo financial system. The paper captures interest rate equilibrium standing on the risk preferences of
the Kosovo inhabitants. Interaction of financial institutions such as:; Kosovo Pension Fund, banks, Kosovo
treasury, non-financial institutions, Kosovo companies and all other economic agents realizing monetary
transactions allow functionalization on the bond market. The bond market is inexistent in Kosovo; all the
equilibrium outcomes are based on presumption that economic agents are driven from their rational instinct.
Based on the questioners conducted with 230 respondents within the Kosovo territory, Kosovo inhabitants
are risk averse on their nature. In addition, most of the respondents declared that they are not satisfied with
the interest rates in the banking industry. Standing on the questioner’s outcomes, equilibrium in the Kosovo
financial system would be reached at the level of 5.49%.

Keywords: Market equilibrium, Kosovo financial system, risk preferences, banking industry

1 INTRODUCTION

It is proven that competition among economic agents is the key driver of innovation, productivity and better
living standards. Since the capitalist system was established, competition was standing as the backbone of
prosperity. Countries with well-established market institutions recognized in advance that markets would
fail to deliver the intended outcomes in the absence of proper regulation. Invisible hand of Adam Smith
proved that companies in a competitive environment deliver better economic conditions for the whole
society, while failing in many economic dimensions for the emerging economies (Stiglitz, 2002). The
banking industry in Kosovo is a crucial element in feeding business ideas and economic life of the country.
Banks comprise the major share within the financial system. According to the Central Bank of Kosovo,
concentration was very high within the industry since free market concepts were established within the
banking industry (CBK, 2016). Many countries established stock and bond market as a substitute for the
banking industry. The countries of eastern and central Europe followed the streams of a market economy
through recognizing that markets might fail to deliver the outcomes intended (market failure). Czech
Republic fashioned the stock and bond market via privatization of state owned enterprises, where the
voucher scheme was the corn stone of the whole process (Pajuste. 2002). Hungary, Poland and Slovenia
opened their stock markets in 1991, Slovakia in 1993 while Rumania and Latvia in 1995. Poland was
characterized with the highest capitalization, followed by Hungary and Czech Republic. Low levels of
capitalization were influenced by country size, low economic development and not a strong regulatory
framework. Establishment of the bond and stock market in the countries of central and eastern Europe was
supported from the inherited institutional framework. Kosovo has started forming institutions from the
ground base since 1999, which is an extra difficulty in making bond market viable. Strong institutional
frameworks are crucial contributions in raising investors’ confidence. Hakansson (1999), considers that
bond market has a robust influence on the banking industry. There are no scientific evidences that proves
which is the optimal capital structure of the economic entities (Graham, 2002; Modigliani and Miller, 1958;
Myers, 1998; Leland, 1998; Wald, 1999). It is proven that diversification has delivered better economic
outcomes, not just in terms of assets (investments), but also in terms of debts. The debt structure of Kosovo
company’s stance only on one credit line (banking industry), which does not allow arranging their debt in
ideal format. Well-developed bond market generates less room for the crisis to have a spillover effect on
the whole economy and especially in the banking industry (Hakansson, 1999). Bond market creates space
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for the vast number of financial analysts, rating agencies and derivative instruments that enable risk to be
more visible in the system (Hakansson, 1999). The country with a largest share of financing business
activities through the bond market is U.S. with 50% of total financing (Rajan and Zingales 1995, Sapsford
1997, Pomerleano 1998, McGee 1998). Banks are very autocratic in their lending’s, since lending decisions
are made mostly from the major banks. Bond investors are more capable of assessing risk than the banking
industry (Siconolfi, Raghavan, and Pacelle 1998). Enormous concentration of the money in the banking
industry generates supplementary risk when banks are opposed to the bankruptcy. Recent financial crises
(2008) displayed that banks are too big to fail and too interconnected to fail, while government intervention
was required. Diversifying investments within the financial system (banks, the bond market and stock
market), does not allow banks to get engaged in risky activities beside their traditional operations. The
presence of the bond market allows superior diversification not just of the assets, but also the better
arrangement of the capital structure. The bond market is a major investment element within pension funds’
portfolios and other long term investment funds. Raising participants in the bond market require profound
familiarity with the way bond market operates. Hakansson (1999), considers that opportunities to invest in
long term financial securities generates better financial standing in terms of capital structure. My work
differentiates itself, since it extends the scope of the companies that are able to issue contractual obligations
in the bond market. It is the first work which attempts to find the total interest rate equilibrium in the
financial system. The most important element of the well-functioning of the bond market is the financial
reporting system. Reliable reporting on the financial statements offer higher confidence on the borrowers
to invest in bonds while reflecting on lower interest rates. One of the key ingredients in the transmission
mechanism of the bond issuance is related to the financial analysts and rating agencies that enables better
information on the borrowers and lenders (Hite et al. 1997; Ederington et al. 1998). My work extends the
scope of inclusion in the bond market, through allowing all sorts of firms to reach access to it. Different
people and various investors stand on different risk preferences, assisting to grasp diverse risk balances on
the financial system. Presenting junk bonds in the bond market requires strong credit analysts to define their
prices, denomination and interest rates. Some investors retain their bonds till maturity while the others tend
to trade during this process which is named as private placement (Emerick and White, 1992). The manner
individuals make choices affects how markets operate, how policies are conducted by the government and
fashions the economic principles of the country. The other obstacle in the overall process of the bond market
establishment are the issues related to the company bankruptcy. According to the World Bank, Kosovo
stands below the regional average concerning the contract enforcement by the judicial system (Doing
Business Report, 2011). Contrast enforcement reflects the time lag of executing the contract via judicial
system. Lack of effective liquidation device is one of the reasons of lateness in dealing with non-performing
loans in Japan (Whitman, 1998). In addition, the well-developed bond market is a Pareto improvement for
the whole financial system (Hakansson 1982, 1992). The bond market would have been a crucial substitute
for high interest rates that were exposed to businesses and families in Kosovo since the initial process of
transformation (Aliu, 2015). My previous work only introduced the schematic diagram of involving whole
businesses in the bond market (Aliu, 2016). However, the results of the work show financial interest rate
equilibrium reached on Kosovo financial system based on the risk preferences of the Kosovo inhabitants.
Questionaries’ were constructed to see the risk preferences that Kosovo inhabitants prefer. Based on their
preferences, equilibrium was reached standing on the responses from the guestionnaires.

The remaining parts are structured as follows: The first part contains an introduction and short literature
review. The second part covers the theoretical background concerning risk preferences. Methodology
stands on the third part while graphical representation linked with equilibrium in the financial system is in
the fourth part. Conclusion together with recommendations are enclosed in the fifth part.

2 THEORITICAL BECKGROUND

People are opposed to a different set of choices. Our work lies within two crucial theories that build demand
curve, such as: preferences, utility functions and choices. The utility function is a mathematical
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representation of preferences. The choices are constrained under the capability of individuals to pay for
preferences. People might prefer one thing from the other for different motives. If one person prefers asset
A than Asset B, it means that asset A has higher utility (Halvarian. 2010). Our work does not consider the
financial position of the interviewed individuals, since it is based on the “if” presumption. Demand comes
from utility maximization. Utility maximization is compounded from two components, such as: preferences
people have and budget constraint. People tend to make choices which lead them on the way to utility
maximization. In order to satisfy preferences, there are some assumptions that must be reached, such as:
completeness, transitivity, non-satiation. Completeness means that you can’t be indifferent among two
financial assets, you must prefer one or the other. Transitivity, means that if you prefer bonds of Company
A instead of Company B, and bonds of Company B instead bonds of Company C. Then you prefer bonds
of Company A than bonds of Company C. Non-satiation assumption bring insights that more is always
better. Our work is explained with the preferences under four options, such as: Bank deposits with 2%
interest rate, Company A with a 5% interest rate, Company B with 8% interest rate and Company C with a
10% interest rate. Risk averse people experience diminishing marginal utility. Risk neutral individuals has
constant marginal utility. Risk lovers have increasing marginal utility. The utility function is expressed as
follows

utility of certain
[ Certainty Equivalent

L / Utility of expected

utility

walue

E(X)} wealth

Figure Nr 1. Utility function of risk averse individuals.

The diagram expresses choices among two goods, or among one good and “all other goods”. Consumer
theory is built under certain assumptions. You cannot want Asset (A) > Asset (B) and at the same time want
Asset (B) >Asset (A), since you will have to choose one or the other. Preferences are represented through
indifference curves. Indifference curves show only how indifferent is consumer within two different assets,
but they do not show which one is better or worse. Indifference curves represent the tendency that more is
better. Standing on the logic of our work, bonds with higher interest rates and lower risk stand on higher
indifference curves.

Expected Utility = Z?z  PiU(x;) (1)
While the first derivate of the utility functions for risk averse people, is as follows:

U"(X) < 0, strictly concave U(X) => Risk Averse 2

Since indifference curves are optional choices between two goods. In our work choices are offered through
the questioner between two financial investments with different levels of return, but with the same level of
risk. Company A offered 5% return on investments in bonds, while banks offer 2% return. Since risk averse
people pretend to get no risk on their investment, while trying to optimize their returns. According to the
consumer theory, risk averse people would choose investments on the Company A, while would ignore
investing in bank deposits. Risk neutral people are considered investing in Company B. They are not
concerned for their risk level; they only want a certain level of return for any risk level. Where the second
derivate of utility function equals to zero:
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Figure Nr.2 Risk neutrals utility function

U”(X) = 0, linear U(X) => Risk Neutral (3)

Risk lovers are people who are used to live with the risk. They are gamblers, which want higher return
while they are opposed to higher risk level on their investments. Risk lovers have increasing marginal
utility. The formula of utility function for risk lovers is as follows:

U"(X) > 0, strictly convex U(X) => Risk Lover 4)

utility

H ]
E(X) < Certainty Equivalent wealth

Figure. Nr 3. Risk lover’s utility function.

3 METHODOLOGY

The work captures the equilibrium of the financial system in Kosovo, through schematic diagram. The
study contains not only diagram representation, but also results obtained from questionaries’ with Kosovo
inhabitants. The sample used is a random sample with 230 respondents. Respondents of the questionaries’
were selected in three different cities of Kosovo: Prishtina, Gjilane and Prizren. In Prishtina were randomly
selected 130 respondents, Gjilane 50 respondents and in Prizren 50 respondents. Beside respondents and
theoretical diagram, mathematical approach was used to reach the equilibrium in the financial system. The
guestioner was built in Albanian language, since this is the first official language in Kosovo.
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4 RESULTS AND DISCUSSIONS

Answers on the questionnaires stand within the range of risk preferences, such as: risk averse, risk lover or
risk neutral. The region of risk preferences where respondents will stand, supports new interest rate
equilibrium in the Kosovo financial system. Questioner confirms that Kosovo inhabitants are risk averse in
their nature. They prefer no risk on their investment even though the returns are lower, which perform the
equilibrium in the lower bound.

First question: Are you satisfied with the interest rates in the banking industry?
Satisfied

More or less satisfied

Not satisfied

The response from three different cities were diverse. In Prishtina, which is the capital city of Kosovo, 90%
of the respondents answered that they are unsatisfied with the interest rates from the banking industry, while
8% were more or less satisfied and 2% were satisfied. Results show that Kosovo inhabitants are looking
for new forms with less costs to finance their daily economic operations. It is quite clear that the answers
would flow in this direction, since for 17 years’ banks that operate in Kosovo were keeping interest rates
in lending activities very high (reaching 14%) while in deposits quite low around 2% (CBK, 2014). The
answers of this question confirm the need for introduction of the bond market.

Second question: if you have 10000 euro, where you would invest those moneys if both investments contain
no risk?

Bank deposits with return on investment of 2%
Company A with return on investment of 5% interest rate

Answers on this question confirmed that respondents want higher returns for no risk on their investment.
This confirms that in the case of the bond market existence, they would prefer investments in bond market
rather than the banking industry. These movements are confirmed under the assumption that respondents
have full information on the form bond market operates.

Third question: If you have 10000 euro, where would you invest your money if three companies contain
different level of risk, also different level of returns?

Company A, return on investment of 5% (risk free investment)
Company B, return on investment of 8% (average risk on investment)
Company C, return on investment of 10% (too much risk on the investment)

Answers on this question approve that Kosovo inhabitants are risk averse on their nature. 85% of the
respondents choose company A, while 13% choose company B and 2% company C. Opposed to three
different risk levels and three different levels of returns, they preferred less risk even though the returns are
lower. Choosing Company A might be a consequence of different factors, such as: economic situation of
the country, historical context during the communist system, the risk nature of the people etc.

The diagram (1) demonstrates that financial market equilibrium would be reached when all actors in the
system will be involved. The diagram is detached in two main parts, demand for money, which contains:
three companies with different risk levels, the government of Kosovo, banks and microfinance institutions.
Supply side contains economic agents that have money but they don’t know where to invest, such as:
Kosovo businesses, Kosovo inhabitants, Kosovo Pension Fund, Kosovo diaspora, domestic and foreign
economic agents. Company A, B and C is assumed to have the same performance and leverage ratios such
as: debt, equity, profits, turnover etc. in order to simplify the explanation. Differences in the interest rates
that appear among three companies are a consequence that their financial statements are audited from three
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different audit companies. Company A is audited from big five well known audit companies and interest
rate on bonds is 5%. Company B is audited from domestic audit companies while interest rate imposed on
it is 8%. Company C is not audited and the interest rate is 10% of the bonds issued. Company A has the
same performance, leverage, liquidity ratios like Company B and Company C. Three companies have the
same financial ratios, in order to simplify the assumption. Company A is audited from big five and interest
rate imposed on it is lower than other companies. Company B, is audited from domestic companies and it
is supposed that is more easy to corrupt domestic audit companies than international ones. Company B is
paying a higher interest rate than Company A, but lower than Company C which is not audited. Our
schematic diagram differentiates itself from the previous wisdom concerning the bond markets since it
enables all companies to be listed, not only those audited from big five. Since people might have different
risk preferences, basket of different financial securities enables choosing among different risk-reward
tradeoffs.

Banks and Microfinance Institutions,

Government of Kosove, i=2% ——

i=2%
Company B
-~
Company A RiskMeutral, i=8% Company C
Risk Averse, i=5% Risk Lover, i=10%
¥ v

)
DEMAND FOR MOMEY ]17
g

FIMAMCIAL MARKET
ECUILIBRIUM /
%ﬁ'—'—/——!

SUPFLY OF MONEY

A A

Kosowvo Businesses

Kosove Pension Fund

] Kosevo Inhabitants
Kosove Diaspora Domestic and foreigneconomic agents

Figure 1. Financial market equilibrium in Kosovo financial system. Source: Authors own theoretical design.

Since respondents are not satisfied with current interest rates imposed from the banking industry.
Introducing bond market would create new opportunities not only for better diversification of their balance
sheet, but also obtaining funds with lower interest rates. Standing on my proposed diagram, where 85% of
respondents are risk averse, 13% risk neutral and 2% risk lover. Equilibrium interest rate under this
schematic diagram would be reached at the level of 5.49%. This will push banks to lower interest rates on
lending activities close to this margin while to raise interest rates on deposits, in order not to lose their
clients both on the lending side and deposit side.
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weighted average interest rate in Kosovo financial system
= [(0.85 = 0.05) + (0.13 % 0.08) + (0.02 * 0.10)] = 0.0425 + 0.0104 + 0.002
= 0.0549

Economics is not what people say, but what they do. Economic history proved that there is a misalignment
within what individuals declare in questionaries’ and what they do in reality. The results of our questioner
stand behind this paradigm.

5 CONCLUSION

Financial system and in particular banking industry is the vital development device of the Kosovo
prosperity. Fixing banking industry through establishing bond market, would be a new alternative source
of financing business ideas and economic needs. Europe is more oriented on the banking industry on
injecting economy with money, while US and England because of the capitalist arrangement they mounted
more hinge is concentrated on the capital markets (bond and stock markets). Recent financial and economic
emergency in Europe and US, exhibited that structural restructuring in the real economy does not bring
results projected without healthy financial industry. On good and bad economic times, banks are the lender
of last resort for the economy. Creating substitute mechanism (stock and bond market) that feeds the
economy with liquidity, empowers optional sources of lending and expand the variety of financial assets in
the economy. The results of our work confirm that there is a need for the new alternative source of injecting
the Kosovo economy with liquidity. Kosovo inhabitants based on questionaries’ are not satisfied with
interest rates enforced by the banking industry, since higher interest rates deepens problems allied with
household and business investments. Under the assumption that respondents have full information on the
practices and procedures how the bond market operates, Kosovo inhabitants are risk averse in their nature.
Based on the interaction between risk averse, risk lovers and risk neutral people, interest rate on the Kosovo
financial system equilibrates in the rate of 5.5%. It is proven that in Kosovo, regulators are weak to control
market anomalies. Higher interest rate spread in the Kosovo banking industry did not justify the risk level
that the Kosovo economy contains. Regulators during the Kosovo economic transition were not proficient
to identify if there exist cooperative agreements among banks in the industry. Standing on these limitations,
the bond market would be a natural substitute for the banking industry to lower interest rates. Kosovo has
a short institutionalized economic history to guard markets from irregularities. Since the declaration of
independence in 2008 market regulators were fragile to create healthy and competitive environment in the
banking industry.
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SELECTED METHODS OF SUSTAINABILITY OF CUSTOMERS IN
E-COMMERCE

Otto Bartok
Abstract

The article discusses the sustainability of customers in e-commerce in the B2C relationship. Looks at the
issue from a position of small or medium providers of goods in e-commerce section. ldentifies major
differences compared to the classic sale of goods and also defines critical approaches. This article tries to
find out synergistic methods for the long-term sustainability of the customer in comparison with different
methods. All these methods are evaluated based on the effect on final profit and the rate of return of
individual customers for the year term. In conclusion of this article is the procedural scheme for the small
and medium firm which should help increase the sustainability of customers in e-commerce. As important
as the processing scheme is to increase customer loyalty. One option is to offer gifts and personal phone
calls to increasing customers’ loyalty. The consequence of these measures is an increase of 10.5% in
comparison to the return of individual customers gained from basic data.

Keywords: CRM, B2C, leading relationships with customers, e-commerce, eCRM

1 INTRODUCTION

“Customers may forget what you said, but they'll never forget how you made them feel.”
Author: Unknown

Customer relationship management (CRM) is the way how to lead interaction with current customers and
potential future customers.

There are many different definitions of CRM. For example, Bose gives this definition of CRM: CRM is an
integration of technologies and business processes used to satisfy the needs of a customer during any given
interaction. More specifically, CRM involves acquisitions analysis and use of knowledge about customers
in order to sell more goods or services and to do it more efficiently” (Bose, 2002)

Another definition gives Kotler and Keller. They are defining CRM “as the process of carefully managing
detailed information about individual customers and all customers “touch points” to maximise loyalty”.
These customer touch points are defined as anything and any occasion that customer approaches the brand
or product.” (Kotler and Keller, 2011)

CRM is about an understanding of costumer’s requirement and who is able to understand has got the
advantage on the market. That idea is defined by Baran as ,,emphasize that in order to achieve better
development and implementation of an effective CRM it is important to understand the relationship
between satisfaction, loyalty, and profits. Furthermore, the main objective of an effective CRM is satisfying
customers, creating customer loyalty and creating a relationship between the business and its customers.*
(Baran et al 2008)

All authors of definitions are agreeing in two main mentions:
take care about a relationship with customers,and their loyalty.

The main goal of CRM we can see in many ways, but in general the purpose of the CRM is keeping our
customers, identification essential processes and offer them added value which they expect.
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Figure 1 - Main goals of CRM in B2C. Source: Author's works

At first the business needs to build customer loyalty, and then transform the loyalty into dependency.
Customer loyalty is not easy to build. Loyalty is progressive, like a ladder. (Brown 1991)

The main difference between CRM in e-commerce with B2C is that customers who came to shop are
unknown for us. We can aim to each segment of our potential future customers by using ads such as Google
Ads or Social Network Ads Manager. The social commerce is new phenomenon that needs to be better
understood. (Huang & Benyoucef, 2013)

Social commerce is one of mode for building brand name or rise numbers of customers. Also, many of
small and medium-large firms which are using e-commerce for making business have a chat support for to
get closer to customers and make some social connect with them. These technologies are based on Web 2.0
which will be evolved into Web 3.0 in the future. (Newman, Chang, Walters, & Wills, 2016) But on the
other hand case study conducted in India identified that information support has the strongest influence on
an individual’s intention to use social commerce website. (Lal, 2017)

But there is no any closer interaction like a while, shopping in a market at the corner of our street. Which
shows a reason, why conventional CRM has been modified to Electronic Customer Relationship
Management (eCRM), came into being along with the ice, which makes multiple electronic channels
available to customers. It is not merely an extension of the traditional CRM, but shifting focus from mass
customer to one customer, that is, customer Centricity, managing customer relationship on a one-to-one
basis. (Mougayer, 1997)

eCRM has different ways to approach the customer over conventional CRM. These differences should be
summarized into a few points by (Satish, & Strickland, 2004)

all of the traditional methods are used in addition to the internet,

designed for front-end applications,

the customers’ browsers are a gate to e€CRM

highly individualized and personalized views based on purchases and preferences
the system is designed around the customer’s need

Another research deals with sustained competition advance on e-commerce markets. The main competitive
advantage can be achieved by effectively use the network technology especially IT and suitable software.
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(Chen & Zhang, 2015) Using new innovations in e-commerce has positive impact brand equity and should
improve customer loyalty. (Atashfaraz & Abadi, 2016)

1.1 eCRM in e-commerce on Czech market

Small and medium firms spend about 15% of their marketing costs to promotion for new customers at the
price comparator Google Merchant, Zbozi.cz, and Heureka.cz. These numbers are different for each
category. For example, e-shop with electronics could spend 35% of marketing costs to find the new
customer. This is a reason why it's necessary to keep new customers because we give a lot of money to
attract new customers.

On the Czech market are 36,000 retailers using e-shop (B2C) for business. The estimated turnover
approaching 6.63 billion dollars in 2016. The most common e-commerce customers are men (56%) and
woman (43%). The typical customer is men 24 - 26 years’ old who is looking for electronic and pays on
average 60 dollars for his order. Also, 83% of people in the Czech Republic have ever been used e-
commerce for order goods or service.

49% of all customers have favourite e-shop and 24% of customers are regularly using the same e-shop.
They are the most loyal for this category: PC, food & drink, films, games, and office equipment. 15% of
customers prefer specialized e-shop then shopping gallery.t

2 SUSTAINABILITY OF CUSTOMER IN E-COMMERCE ON CZECH
MARKET

As said above the difference between CRM and eCRM in e-commerce can be found in social interaction
with customers. The research question could be: Can personal contact be substituted by another method in
e-commerce? Personal contact always makes a bond with the shop as a result of social interaction.
Sustainability of customer in e-commerce relates to customer loyalty to the firm.

These shops using similar e-commerce solution (FastCentrik, Webareal, Prestashop) but categories of sales
were different. Contain food & drink, kids’ clothes, electronics and office supplies. All of them are located
in Czechia and aiming at Czech customers. The basic data were passed from the largest provider of e-
commerce in the country.

Effect of customer’s loyalty is a measured rate of return of customers. That all is evaluated into process
graph. The general approach how to raise customers’ loyalty builds the strong brand. This approach is not
possible for the small or medium shop using e-commerce. They cannot afford to spend a lot of money to
build a brand. Marketing costs account about 7% of total costs. Is it enough? In comparing with bigger
firms, it is not, but if we allocated these expenses well it's possible to raise loyalty sufficiently.

Social commerce is one of mode for building brand name or rise numbers of customers. Also, many of
small and medium-large firms which are using e-commerce for doing business have a chat support. In the
main reason to get closer to customers and does socially connect with them.

The ways how to lead sustainability of customers in e-commerce are divided into three methods:

social contact with customers by phone after they made an order or while they are making an order, present

for customers, which didn’t advertise on the page, but it's possible to buy separately, improve process of
CRM evolved into eCRM.

1 E-business case study [online]. In: . p. 89 [cit. 2017-01-05]. Retrieved  from:
https://www.heurekashopping.cz/resources/attachments/p0/3/e-business-forumkompletnistudie.pdf
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Questionnaire survey found that 71% of respondents is subscribed to the newsletter and 86% of them use
these offers to buy goods. Women are using special offers, more often than men. The price, coupon uses
only 30% respondents for next purchase.

Quantitative research was based on survey. The survey has 15 close questions with 2 open guestions. The
survey was sent to 1.457 e-mail addresses and 547 surveys came back filled. From 547 respondents was
chosen 67 to focus group, that encouragement survey. The calls have structured form. The email addresses
were received from 7 e-shops. Each e-shop has the average annual turnover $ 127.000.

Table 1 - Compare woman and man in main questions. Source: Author’s work.

Man Woman

Using price cupoun| 27% 32%
Have a favorite shop| 59% 51%
Are planning their purchase| 73% 81%

Are loyal for their shop] 26% 22%
Are subscribed for NWL| 74% 68%

Men come back because they felt satisfied with last purchase, we're glad about communication also a quality
of goods were fine. On the other hand, women come back in a reason of they felt satisfied with last purchase,
we're pleased with the quality of goods and the price was favourable.

Loathly was measured as:

Figure 2 — Loathly index. Source: Author's work.

(TRP) 100
TOP

Where is:
TRP — total number of orders from same customer within one year
TOP — total number of orders from all customers within one year

General loyalty for individual categories of e-shops are (the percentage of consumers that are returned
within one year):

kids’ clothes: 16%
electronic: 24%

food & drink 30%:
office accessories: 32%

Identified customer loyalty before implementation (the percentage of consumers that are returned within
one year)

kids’ clothes: 16%
electronic: 24%

food & drink 24%:
office accessories: 22%
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3 RESULTS

What we must to do make customers back? In summary, improve the satisfaction from their purchase, the
quality of goods must be excellent. Few of customers, especially in the electronic category are looking for
lower price. Last but one is service and communication with customers and last one delivery. These all
think we have to do well to do well in order to achieve long-term sustainability of the customer.

The main problem is communication with customers. If the customer places an order it is good to call and
give them any advice or recommendations about the goods. Also, we can offer them to other services. The
telephone contact increases the confidence of 81% customers. This is the same social contact as for
conventional purchase in the “stone” shop. The total costs of this service are small, but the time required
on it is a bit higher. With this method 33% of customers place an order at the same store again because of
the helpful approach affected as a result of the call. Most suitable hours for this call are 8-9 hour and 14-16
hour. This call is preferred by 84% of customers before contacting via e-mail.

Another possible approach is giving gifts to each customer-differentiated according to the order price value.
Of those surveyed, 94% of customers were satisfied and surprised from a present. 63% of customers stated
that they will place an order in the future. Indeed, 38% of them created another order.

Table 2 - The level of satisfaction in connection with the loyalty. Source: Author's work.

Value* of present in S .

Customer spent money o] 01] 02] 04] 06| 0] 12] 20] 28] 39] 51| 7.1] 51| 17 OPtimum
$ 788 | % 19,69 - * I I I ) I I I (I I 0,39
$ 1969 % 39,39 - * SEL-E[-F-EF-F-F-F ] s 0,70
$ 3939 | § 118,16 - - * * S I I I I I 1,49
$ 118,16 | § 196,93 - - * * Bl-F|-F-F_F ] g 1,57
3 19693 | § 393,86 - = L I I I I 246
3 39386 | 8 787,711 - - * 2l -*] s 5.02
$ 78771 & 157542 - - _*|s 6,07

Satisfaction of customers that they decsribed.

*in cost price
** calculated by using the exchange 25.39 CZK

- - (very unsatisfied feeling), - (unsatisfied feeling), * (satisfied felling), * * (very satisfied feeling), - *
(limit reached, satisfied is not rising more but only cost of present)

Table 2 shows the rate of loyalty with the optimum price of the present. It is important that the
customer receives gifts unannounced. Customers must be surprised from a gifts. All these presents we can
sell in our shops as normal goods it may be sold at a higher price. For example, the customer buy TV and
we give him set of towels for electronic in a total cost of $ 1 but in the shop could be bought for $ 6.

The dependence between two variables is determined by the correlation coefficient. As is shown in Graph
1.
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Scatter plot

Value of gift

Lo‘;:alr;
Figure 3 - Scatter plot (VG and LO). Source: Author’s work.

Base on the correlation plot may be assumed that the rate of VG and LO has positive linear bond.
Correlation coefficient shows as bond strength.

Table 3 - Correlation coefficient. Source: Author's work.

Saple | Standard .
Natme ape an ar Variance
mean | deviation
VG 0922 0.466| 0682853
LO 55310 20574 5438243

Correlation coefficient r
0.79632

95% intervals for correlation coefficient is (0,6677; 0,9744). There is 95% of probability for strong
or very strong correlation between VG and LO.

It is interesting that during the six months after the introduction of the gifts in e-shops rose visits new

customers. An example of one of the shops with foods & drink is shown in Graph 1. In comparing 2016
and 2015 year.

Growth in customer visits after the introduction
gifts.

Visits per month

Month
—e—Food & Drink 2016 Food & Drink 2015

Figure 4 - Growth in customer visits after the introduction gifts. Source: Author's work.

The average cost per customers for their gift were $ 2,42 for each shop, but the average profit from
customers’ order was $ 18,42 in compare last year was $ 12,47. Costs for gifts offset higher profits as a
result of new customers and higher customer loyalty. Gifts increased customers’ loyalty, together with

communication helped the return of 35% customers, which is 10.5% higher than the base diameter and 13%
higher than was previously.
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Figure 5 - CRM process B2C in e-commerce. Source: Author's work.

The important factor is to foster customer loyalty and procedurally. Figure § shows the basic process which
helps to support, loyalty and customer relationship. It is necessary to build relationships downstream of the
goods, but also against it.

As can be seen above, good marketing is equally important as order process. We have to build a database
with all details about customers but suppliers too. This process with improved communication and gifts for
customers should help raise profits and increase the number of new customers and their loyalty to shop.
Increasing of loyalty depends on many factors. And our purpose is being ready to face these factors

4 CONCLUSION

The influence of gifts and communication on customer loyalty is evident. Based on correlation with strong
and very strong correlation in loyalty and gifts. The cost of gits does not exceed the total gain. The return
of individual customers surpassed the general average for this category. However, it is necessary to manage
customer relationships not only with the marketing strategy, but the processes need to be guided too.
General process relationship management can be easily applied to small and medium businesses with B2C
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relationships and thus achieve higher profits from each customer. For larger companies, it’s not possible to
quickly and efficiently implement various steps due to their large organizational structure.

Research has also shown the importance of managing the relationship with suppliers. The small and
medium businesses are essential for negation with suppliers. Each of the monitored shops
in e-commerce had a problem with supplier. Most of them were incomplete delivery and late delivery.
Improved communication and gifts can be an additional tool how to improve customer loyalty.
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FINANCIAL SITUATION AND LIABILITY INSURANCE
AS A CRITERION IN SUPPLIER EVALUATION AND SELECTION BY
COMPANIES IN THE CZECH REPUBLIC AND GERMANY

Dagmar Benediktova

Keywords: Supplier, supplier evaluation, evaluation criterion, financial results, insurance

1 INTRODUCTION

The paper addresses financial situation and liability insurance in the evaluation and selection of suppliers
by companies. The topic is based on own research conducted among Czech and German companies, which
addresses in more detail the supplier evaluation methods used by industrial companies and examines
individual evaluation criteria that are used by these companies in the two countries. While conducting the
research, a number of interesting facts were found out that deserve a more detailed analysis. One such fact
is whether and to what extent customers evaluate and select their suppliers with regard to their financial
situation and liability insurance.

Supplier evaluation and selection criteria may vary significantly — each customer prefers somewhat
different criteria, depending on the industry in which it operates, its priorities, its customers’ requirements
etc. On the other hand, it is indisputable that a supplier’s poor financial situation or the fact that the supplier
does not have liability insurance may have a significant impact on the customer and the customer’s clients.
For example, a poor-performing company may end up insolvent, which may temporarily jeopardise the
customer’s production until a new supplier is found. Likewise, there may be delays in deliveries because
the supplier does not have sufficient funds e.g. to purchase materials that are required in order to produce
the product to be delivered. There are a variety of problems that may arise, and businesses are usually more
or less aware of that.

In this context, the aim of the present paper is to determine the extent to which the financial situation of
companies and their liability insurance are used by Czech and German customers as supplier evaluation
criteria and to determine the most common ways in which customers verify this information and how it
differs in Czech Republic and Germany.

2 THEORETICAL BASIS

Supplier selection is one of the main factors essential for a good purchase. During selection, the company
must be confident that the supplier meets its requirements. Even the best business plan may fail if the
selected supplier is incompetent (Slapota, 2005).

Given that industrial companies are characterised by close links between suppliers and customers, supplier
selection and evaluation is a very important step for every industrial company. Supplier evaluation also
serves as a source of information for the strategic management of customer-supplier relationships
(Dambowy, 2012).

A company should evaluate the following two groups of suppliers (Berning, 1996):

Potential suppliers and current suppliers — here it is necessary to look into the purchasing market, analyse
and collect information about suppliers, recalculate risks associated with deliveries from the supplier, the
quality of supplier-customer services, supply chain management, and studies are also often used.
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Subsequently, the procedure for individual (specific) suppliers is as follows: a supplier audit is conducted,
evaluation parameters are set, supplier performance is analysed using performance indicators — the methods
used include for example matrix evaluation methods, evaluation of financial ratios, or the complex
evaluation tools within the Supplier Evaluation System (SES).

Supplier selection and evaluation criteria can be divided into three groups that also reflect the importance
of each criterion (Vastikova, 2014):

Product and associated services: the ability to deliver products in the quantity and at the quality required,
product reliability, service level, technical assistance, consulting services, product packaging, guarantee
and reliability, accompanying documentation, simplicity.

Price and contract terms: the actual price, discounts, rebates, potential ability to receive compensation for
damages, payment and delivery terms, ability to adapt to changing conditions.

Supplier, good-will and contract performance: innovative technical abilities and conditions, management,
the company’s reputation, image, financial situation, reliability, willingness to compromise, quality of
communication, corporate culture and morality, labour relations, the company’s location and logistic
conditions, references from other customers.

The potential ability to receive compensation for damages, which typically includes the issue of
compensation for damages from insurance that had been taken out for that purpose, is therefore included in
the second group of criteria, while the actual financial situation is included in the third group of supplier
selection and evaluation criteria, yet it is indisputable that these are criteria that need to be taken into
account.

With regard to supplier evaluation as such, while supplier evaluation takes place as part of supplier
selection, the purchasing department is also tasked with carrying out on-going inspection of existing
suppliers and determining their compatibility with pre-determined criteria. A positive evaluation of an
existing supplier is needed for the customer’s decision to continue cooperation or to modify or even
terminate the business relationship (Nenadal, 2006).

On the part of the customer, the very basis of supplier evaluation consists in laying down certain criteria
that are based on some basic indicators. It is only after a these indicators have been specified into specific
criteria that the actual evaluation process can take place. Basic indicators are understood as a set of supplier
services that include in particular the delivery period (time), delivery reliability, delivery flexibility and
delivery quality, but they may also include the financial health of the supplier, liability insurance, or
generally the ability to claim compensation for damages if incurred, and so on. (Pfefferli, 2002).

In other words, in the context of supplier selection and evaluation, the supplier’s financial situation and the
guestion of whether the supplier is insured against liability for damages are often seen as possible, yet not
necessary evaluation criteria. It is therefore up to each company — customer to decide whether it will use
these facts as evaluation criteria.

In relation to the actual research of this paper, similar studies comparing the financial situation and liability
insurance as the assessment criteria in different countries could not be found (in Czech nor English
language), so it can be considered that this study is a unique research.

3 RESEARCH AND METHODOLOGY

The actual research was conducted using a quantitative survey, which consisted of a semi-structured
guestionnaire. A questionnaire is classified as a subjective research method. This means that respondents
have the ability to modify their answers in various ways (i.e. they can provide true as well as false
statements). Therefore — given that companies respect their trade secrets or refuse to disclose certain
information and, in turn, some individual results may be distorted — it was necessary to involve an adequate
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number of respondents in order to achieve sufficiently conclusive results, despite the potential distortion on
the part of some companies (Reichl, 2009). For the same reasons, all respondents were kept anonymous,
and while the researcher knew to whom a questionnaire had been sent and who had responded to it, the
actual evaluation does not include any names of respondents or any highly specific information that might
make it possible for respondents to be identified.

The research was conducted in a period starting in July 2016, when a pilot study was carried out in which
selected companies were approached with a request to fill in the questionnaire and also to help identify
those passages of the text that were difficult to understand or that needed to be further explained in the
guestionnaire. In August 2016, the questionnaire was revised based on the results of the pilot study and, in
the period from September 2016 to December 2016, the questionnaire was distributed to Czech and German
industrial companies and answers to questions were collected. The original language of the survey was
Czech, then it was translated to German, the main language of the survey is Czech.

The companies were approached through a targeted selection that was made primarily on the basis of the
author’s professional contacts, because it could be expected that companies with which the author was in
regular contact in her job, would be less concerned to provide sensitive information about their supplier
evaluation and would be more willing to participate in implementing the research. While, on the one hand,
targeted selection reduces the representativeness of the research sample, on the other hand, the research
was gathering internal and sensitive information that would not have been provided by companies than
had been selected entirely at random. However, the validity of such research is considerably greater than
in the case of a survey where the questionnaire is sent out to a large number of companies and responses
are only received from a small percentage of respondents. Overall, 221 companies were approached for the
purpose of completing the questionnaire, 194 of which responded to the questionnaire. Unfortunately, it
was later necessary to exclude 13 questionnaires due to incomplete answers. The resulting sample thus
comprised 181 respondents from the Czech Republic and Germany. The differences between the samples
from the two countries were examined using the binomial test of equality of relative frequencies.

4 RESULT OF THE RESEARCH

The research sample consisted of 181 companies that responded to the questionnaire. Overall, 46
guestionnaires were completed by German companies and 135 questionnaires by Czech companies. All of
these were industrial companies, mainly in the automotive industry (71 companies, of which 50 Czech and
21 German), the industry producing plastic parts for the automotive industry (16 companies, 10 Czech and
6 German) and the glass industry (7 companies, 6 Czech and 1 German). In other industries (chemical
industry, engineering industry, but also need the clothing industry) there were 54 companies, of which
43 Czech and 11 German. With respect to the automotive and plastic parts industries, it was not uncommon
for the companies to operate in both of these industries and to identify both categories in the questionnaire
(33 companies, of which 26 were from the Czech Republic and 7 from Germany). In the following table,
such companies are indicated separately. Table 1 presents the structure of the industries in which the
companies operated according to the country where the research was conducted.
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Table 1: Number of respondents by industry in each country

. . . . Automotive and
Automotive Glass industry Plastic parts Other industry plastic parts
Czech
Republic 50 6 10 43 26
Germany 21 1 6 11 7
Total 71 7 16 54 33

Source: own research

Another characteristic feature of the companies, which was important for the following comparison and
was therefore also determined, was their categorisation as micro, small, medium and large enterprises —in
line with Commission Regulation No 800/2008, companies with fewer than 10 employees and an annual
turnover of up to EUR 2 million are categorised as micro enterprises, companies with 10-49 employees
and an annual turnover of EUR 2-10 million are categorised as small enterprises, companies with 50—
249 employees and an annual turnover of EUR 10-50 million are categorised as medium enterprises, and
companies with more than 250 employees and an annual turnover of more than EUR 50 million are
categorised as large enterprises (Srpova and Rehot, 2010).

In both the Czech Republic and Germany, a large part of the companies were classified as medium and
large enterprises, which was primarily due to the fact that a large portion of the research sample consisted
of companies operating in the automotive industry, where it is usually not possible to operate at the level
of a micro enterprise. The results are clearly presented in Table 2 where, as before, the companies are also
divided according to the country in which they operate. Within the 181 companies, there were only 3 micro
enterprises (all from the Czech Republic), only 15 small enterprises (of which 9 from the Czech Republic
and 6 from Germany), 57 medium-sized enterprises (of which 39 in the Czech Republic and 18 in Germany)
and 106 large companies (of which 84 in the Czech Republic and 22 in Germany). Table 2 shows the results
for the Czech Republic and Germany in absolute numbers as well as the overall results, while Chart 1
present the same results for all of the companies in the research (regardless of whether they are based in the
Czech Republic or Germany) as percentages.

Table 2: Structure of respondents by company size, in each country

Micro enterprise | Small enterprise Medium-§ized Large enterprise
enterprise
Czech Republic 3 9 39 84
Germany 0 6 18 22
Total 3 15 57 106

Source: own research
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The next part of the questionnaire examined how — as part of supplier selection and evaluation — the
companies’ approached suppliers’ financial situation, whether and how they verified it, and how they
approached suppliers’ liability insurance. The results are as follows:

Question: As part of supplier selection and evaluation, are you interested in your suppliers’ financial
situation?

The question examined not only whether the industrial company was interested in the supplier’s financial
standing, but also whether this aspect was specifically taken into account in supplier evaluation, i.e. whether
it was an evaluation criterion. It was found that only 4 of the German companies did not determine the
supplier’s financial standing (i.e. 9% of German companies), while in the Czech Republic this was 36
companies (i.e. 27% of Czech companies). It was also found that 22 respondents in Germany (i.e. 48%) not
only determined the supplier’s financial standing but also took it into account in supplier evaluation and
selection, while in the Czech Republic 51 respondents did the same (i.e. only 38% of the companies). In
addition, it was found that 20 respondents in Germany (i.e. 43% of the companies) determined the financial
standing but did not take it into account in supplier evaluation, while in the Czech Republic 48 respondents
opted for this answer (corresponding to 38% of the companies). The results are presented in Chart 1.

Figure 1: Financial situation of the supplier as an evaluation criterion

Financial situation of the supplier as an evaluation
criterion

48%

0,5
0,45
0,4
0,35
0,3
0,25
0,2
0,15
0,1
0,05

Yes, but it is not a part Yeas and it is a part of No
of evaluation evaluation

Source: own research
Question: If you answered “yes” to the question above, how do you vet suppliers in terms of their financial situation?

The next question followed up on the previous one and was only answered by those respondents who had
answered the previous question by indicating that they determined suppliers’ financial situation. That is
also why the total number of companies that answered this question is lower, because it is based only on
99 Czech companies and 42 German companies. From the responses to this question, it was determined
that 45 companies in the Czech Republic (46% of the respondents who checked suppliers’ financial
situation) only relied on public registers, such as the insolvency register or the commercial register, while
in Germany this was 21 respondents (i.e. exactly 50% of those who checked suppliers’ financial situation).
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In the Czech Republic, 37 respondents (i.e. 37% of the companies) used a combination of different methods
—i.e. access to public registers, suppliers’ websites, requests for various documents from suppliers, as well
as other methods used at their discretion and based on their needs — to verify suppliers’ financial situation,
while in Germany this option was indicated by 19 respondents (i.e. 45% of the companies). A total of 9
respondents (i.e. 9%) from the Czech Republic indicated that they used other ways to verify suppliers’
financial situation, in Germany only one respondent (i.e. 2.5%) selected this option. 6 respondents in the
Czech Republic (i.e. 6%) and 1 respondent in Germany (i.e. 2.5%) verified suppliers’ financial situation
only through requesting certain documents. Only two respondents (i.e. 2% of the companies) in the Czech
Republic rely solely on information presented on the supplier’s website, while none of the companies in
Germany selected this option. The results are clearly presented in Chart 2.

Figure 2: Method of verifying suppliers’ financial situation in the Czech Republic and Germany

Method of verifying suppliers financial situation in the
Czech Republic and Germany

50%

0,5 45%
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only public information requesting other ways  combination
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the supplier's  documents methods
website

Source: own research

Question: As part of supplier selection and evaluation, are you interested in whether the supplier is insured
in order to cover the cost of damages or other liability (personal injury etc.)?

The third question, which was significantly correlated to the previous two, determined whether industrial
companies were interested in whether their supplier was insured especially for any damage caused, but also
for other cases such as an injury in connection with a delivery etc. It was found that 40 Czech respondents
(i.e. 30% of the companies) and 7 German respondents (i.e. 15% of German companies) did not determine
at all whether the supplier was insured for liability for damages and other unforeseen events. 49 Czech
respondents (i.e. 36% of the companies) and 18 German companies (i.e. 39% of German companies)
determined the information but did not take it into account in evaluation. 46 respondents (i.e. 34% of
companies) in the Czech Republic and 21 respondents (i.e. 46% of the companies) in Germany determined
this information and took it into account in supplier selection and evaluation. The results are clearly
presented in Chart 3.
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Figure 3: Insurance of the supplier as an evaluation criterion
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5 DISCUSSION

The results of the questionnaire survey indicate that certain differences between Czech and German
industrial companies can be identified in terms of verifying suppliers’ financial situation and taking it into
account in supplier selection and evaluation, and the same applies to suppliers’ insurance and its impact on
supplier evaluation. The main motivation for comparison between the Czech Republic and Germany is their
intense business relationship, both for suppliers from the Czech Republic and customers in the Czech
Republic, it is interesting to know how the rating in the Czech Republic and Germany varies, and, if so, to
follow up on business relations

For example, at a significance level of a = 5% it is possible to identify a significant difference consisting
in the fact that 9% of companies in Germany were not interested at all in suppliers’ financial situation,
while in the Czech Republic this was 27% of the companies (p-value = 0.0112 ). While there was a
difference between the number of companies that not only determined the financial situation but also
considered it a form of evaluation, as this applied to 38% of the respondents in the Czech Republic and
48% of the respondents in Germany, the difference was not statistically significant (p-value = 0.2297). In
Germany, there were also a larger number of companies that at least determined suppliers’ financial
situation and, even though they did not consider it an evaluation criterion, this allowed them to eliminate at
least those suppliers who were e.g. in financial difficulties. This applied to 43% of German companies and
25% of Czech companies. However, the difference is not statistically significant either (p-value = 0.3379).
It can basically be assumed that German companies generally check the financial aspects of their suppliers
slightly more than Czech companies, but the differences cannot be statistically proven on such a small
sample.

Also, the question of how companies determine information about suppliers’ financial aspects may indicate
that German companies are more cautious, as they never rely solely on suppliers’ websites (a source where
information can be manipulated in various ways) but they mainly trust public registers, which are preferred
by 50% of German respondents and 46% of Czech respondents, and another very good method is also the
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combination of multiple methods, which is used by 45% of respondents in Germany and only 37% of
respondents in the Czech Republic. However, the differences between Czech and German companies are
not statistically significant (p-value = 0.6208 and 0.3739 respectively).

As before, in terms of determining information about suppliers’ insurance and using it as an evaluation
criterion, Czech industrial companies proved to be less cautious and prudent in comparison with German
companies, because this information was not determined by 30% of Czech companies and only 15% of
German companies, which can be regarded as a significant difference (p-value = 0.0062). The difference
in the number of companies that explicitly took insurance into account as an evaluation criterion — 34% in
the Czech Republic and 46% in Germany — is not significant (p-value = 0.1784). Similarly, the number of
companies that only determined this information but did not take it into account as a criterion did not show
any significant difference (p-value = 0.7356) between Czech companies (36%) and German companies
(39%).

The question is, of course, what causes the above differences between the Czech Republic and Germany.
Unfortunately, the questionnaire that was implemented did not address this question. Nonetheless, it can be
presumed that there are certain differences in mentality, e.g. Germans tend to be considered more thorough,
which may also affect supplier selection and evaluation. In addition, these differences may also be attributed
to the fact that private enterprise only started in the Czech Republic after 1989, which is why there is less
experience with issues such as insolvency etc. However, these are only two of many possible factors to
which the above differences may be attributed. Even so, this topic might serve as a basis for further research
into why these differences exist.

In essence, the following recommendations for Czech companies can be formulated:

e It can be recommended that suppliers’ financial aspects should be taken into account in supplier-
related decisions and in supplier evaluation, because a supplier’s financial difficulties may also
indirectly affect the customer, which is undesirable.

e Itis advisable that stable companies with a long track record of successful economic performance
should be selected as suppliers, because any instability in suppliers or any loss of supplies due to
suppliers’ winding up or financial difficulties would be undesirable.

e Also, it can be recommended that Czech companies should not underestimate the use of publicly
available databases, such as the commercial register, insolvency register, trade register or central
register of distraints, where many problems on the part of the supplier can often be uncovered.

o Similarly, it can be recommended that suppliers’ insurance should not be underestimated and that
e.g. the insurance policy number should be requested and subsequently verified with the insurance
company, or possibly that other document should be required as proof of insurance.

6 CONCLUSION

This paper addressed the role of the financial situation and liability insurance in the evaluation and selection
of suppliers by companies. The aim of the present paper was to determine the extent to which the financial
situation of companies and their liability insurance were used by Czech and German customers as supplier
evaluation criteria. It turned out that information relating to financial aspects is considered an evaluation
criterion by 38% of companies in the Czech Republic and 48% of companies in Germany, and insurance is
considered an evaluation criterion by 34% of companies in the Czech Republic and 46% of companies in
Germany.
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Also, a sub-aim was to determine the most common ways in which customers verified this information.
Generally, either public registers or a combination of multiple methods (e.g. a public register + website)
were the most common forms of verification. However, other methods — e.g. verification only on the web,
submission of various documents and other methods — were also used to a limited extent, especially in the
Czech Republic.

Another sub-aim was also to determine the differences in the approach to this evaluation criterion between
industrial companies in the Czech Republic and Germany. Basically, it was found that, by comparison with
German industrial companies, Czech companies less frequently vet their suppliers in terms of financial
situation and insurance and, even if they do, they are less thorough (e.g. they only use websites rather than
other trustworthy sources). It was also found that, compared with Germany, fewer Czech companies use
these findings as supplier evaluation criteria. However, the differences are neither substantial nor
statistically significant.

Whereas the results are different, however, the differences are not essential, it would be interesting to carry
out a large-scale research involving more than one enterprise (eg 1,000 from both countries) in order to
obtain representative results and findings of this research either Confirm or, on the contrary, refute
significant results using statistic.
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Abstract

The aim of this article is to determine the integrated management systems (IMS) or methodologies
(especially, Six Sigma) that Spanish companies have implemented and how integrated it. A questionnaire
was sent to 68 Spanish companies that comply with a specific requirement: that they had implanted at least
two management systems (MS) or methodologies to carry out the integration. The integration sequence will
be determined and if there is an integration plan, the model followed to carry out the integration as well as
the main benefits and difficulties found during the process of integration. In addition, there will be mention
of a specific question about the knowledge of the companies on the Six Sigma methodology. The paper not
only focuses on the integration of IMS, but also in the Six Sigma methodology and this paper is one of the
first studies focussing on integration in the Comunidad Valenciana.

Keywords: Integrated Management System (IMS), Management System (MS), integration, Six
Sigma, Spain

1 INTRODUCTION

In recent years many organizations have implemented Management Systems Standards (MSS) in order to
improve their management (Bernardo, Casadesus, Karapetrovic, & Heras, 2008). A Management System
(MS) may be defined as a set of inter-related organizational processes, sharing resources to achieve several
organizational goals. In this context an organizational management system includes planning,
product/service realization, monitoring and improvement activities (Sampaio, Saraiva, & Domingues,
2012). All these MS, certifiable or not, can be integrated into a single MS: an integrated management system
(IMS) (Bernardo et al., 2008)(Bernardo et al., 2008).

Moreover, there are other many methodologies to improve the quality in the companies. Six Sigma is a
good example. Six Sigma is a methodology that was based on earlier successful managerial programs. This
methodology was developed mainly based on statistical process control and total quality control/total
guality management (TQM) (Folaron, 2003; McAdam & Lafferty, 2004; Ranjan Senapati, 2004; Tjahjono
etal., 2010).

The paper is divided in the following parts: firstly, a literature review; followed by a research methodology,
the results of this research and finally, some conclusions.

2 LITERATURE REVIEW

On the one hand, when organizations have multiple management systems (MSs) implemented, the next step
is to manage them as a single system in order to benefit from the related synergies (Bernardo, Simon, Tari,
& Molina-Azorin, 2015). The most common standards implemented are those proposed by the International
Organization for Standardization (1SO, 2015), 1SO 9001:2000 for quality management systems (QMS) and
ISO 14001:2004 for environmental management systems (EMS) (Bernardo et al., 2008). According to the
last ISO Survey of Management System Standard Certifications 2015, a total of 1.033.936 certificates were
issued to ISO 9001 (including 4.190 issued to the 2015 version published in September 2015) a slight
decrease of 0.2% to 2014. A total of 319.324 certificates were issued to ISO 14001 (including 947 issued
to the 2015 version published in September 2015) up 8% to 2014 (1SO, 2015). Specifically, Spain is the

80



fifth in the world in terms of 1SO 9001 certificates (13.310 certificates) and the seventh place in terms of
ISO 14001 certificates (32.730 certificates) (ISO, 2015).

On the other hand, Six Sigma can be defined in statistical and business terms. In statistical terms, Six Sigma
means 3.4 defects per million opportunities (DPMO). Sigma (o) is the term used to represent the variation
about the mean of a process (Jesus, Antony, Lepikson, & Cavalcante, 2015). In terms of business, Six
Sigma is a strategy used to improve business profitability by eliminating waste, reducing the costs
associated with poor manufacturing quality and improving the effectiveness and efficiency of all operations
to meet or exceed the needs and expectations of customers (Coronado & Antony, 2002).

3 METHODOLOGY

This research is a part of a doctoral thesis. The objective of this paper is to study the IMS or methodologies
as Six Sigma that Spanish companies have implemented and how integrated it. At first it was extended to
study the situation of SMEs in the Comunidad Valenciana however, it was impossible due to the low
participation of companies. This was owing to the fact that it was very difficult to find SMEs that have
implemented various MS or methodologies. Consequently, it was decided to extend it to all Spain (as they
were SMEs or large companies). For the collection of data, a questionnaire was sent by email to the
companies. The questionnaire is based on a literature review and some questionnaires used in other thesis
have been taken as an example (Abad Puente, 2011; Bernardo Vilamitjana, 2009; Simon i Villar, 2012),
although certain points of the questionnaire have been adapted. The questionnaire was addressed to those
responsible of the quality and environment department. These emails were sent between September 2016
and January 2017, making a total of 5 shipments. Questionnaires were sent to approximately 300
companies, of which 68 valid questionnaires were obtained (Tab.1). A descriptive analysis using frequency
charts was carried out to analyze the results. The software used for the analysis of the data was SPSS.

Table 1 Technical details of the survey. Source: Own elaboration.

Location Spain
Population size 3.182.321 companies
Sample size 68 companies

Level of confidence | 90% (z=1.65; p=0.5; q=0.5)

Sample error 10%
Time period 5 months (September 2016-January 2017)
4 RESULTS

The results of this research are showed in the following section.

4.1 Number of workers and location of the company

Regarding the number of employees (Fig. 1), it should be noted that almost 90% of the companies are
SMEs, meaning 88.24% of companies have fewer than 250 employees. The classification of the rest of the
companies is divided between 7.35% which corresponds to those that have between 251 - 750 employees
while the remaining 4.41% representing large companies with more than 750 employees. So that, it can
underline that SMEs are the life-blood of modern economies (Ghobadian & Gallear, 1996). The SMEs
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constitute the bulk of enterprise with the major contribution to private sector output and employment in all
economies of the world (Antony, Kumar, & Madu, 2005).

W>750
M1-250
[J251-750

Figure 2 — Number of workers. Source: Own elaboration.

In reference to the location of the company, all companies were located in Spain. At the same time, it has
differentiated itself if the company was located in the Comunidad Valenciana or in another Spanish
Community (rest of Spain). Therefore, you can extract that 34 companies are located in the Comunidad
Valenciana (50%) while the remaining companies are located in other communities (rest of Spain) (Fig. 2).

W Prog.
M Simul.

Figure 2 — Location of the company. Source: Own elaboration.

4.2 Integration process

To start with the type of integration that has been followed in the implementation process, it can distinguish
between the progressive integration (implementation of a first system and later integration of the rest) and
the simultaneous (integrated implementation from the beginning). As you can see (Fig. 3), 88.24% of
companies have followed a progressive sequence as opposed to the remaining 11.76% which was
simultaneous.
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[ Rest of Spain

Figure 3 — Integration sequence. Source: Own elaboration.

In the second place, there are numerous MS or methodologies that companies can implement. This study
can be deduce that the most common MS implemented by companies in Spain are 1SO 9001 (33.33%) and
ISO 14001 (31.31%) (Fig. 4). As a result, it could say that the IMS most commonly used would be those
formed by a combination of both (ISO 9001+1SO 14001).
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Figure 4 — Management systems and methodologies implemented. Source: Own elaboration.

After that, in this part, 18 companies have been eliminated due to these companies did not follow an
integration plan. As a result (Fig. 5), the content that appears in the integration plan is the "degree of
compliance with the requirements of the different management systems implemented and the degree of
compliance expected with the integration™ with 21.05%, followed by the "processes that will apply the
integration™ and "current organization of the processes and their documentation and the new proposed
structure”, with 18.42% and 13.68% respectively. On the contrary, the contents that have less included
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companies in its integration plan have been "extraordinary actions to minimize risks" with a 2.63%,
followed by a "SWOT analysis" (4.74%) and "composition and hierarchy of new documents, the integrated
or specific elements of each system" (8.42%).
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Figure 5 — Integration plan. Source: Own elaboration.

Below are the options in relation to the question about the model used for the design of the integrated
system/methodology:

- A process map: "Map"
- The "PDCA cycle" for all the processes of the integrated system: "PDCA"
- An analysis of the common elements of the standards: "CE"

- An organization’s own model: "OM"
- UNE 66177 standard: "UNE"

It should be underlined that one company did not make any of the models proposed for the design of the
integrated system/methodology. There are 14 possible combinations given that companies could choose
more than one option (Fig. 6). The model most used by companies is a process map (31.34%). Secondly,
with a much lower amount, it would be an analysis of the common elements of the standards (16.42%).
Thirdly, the model most used by companies is a combination of the previous two (Map + CE) (11.94%).
Also mention that it should be emphasised, with a percentage very close to the previous one, an
organization’s own model (10.45%). The rest of possible combinations reflect much lower data since they
do not exceed 8%.
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Figure 6 — Model for the design of the integrated system/methodology. Source: Own elaboration.

4.3 Benefits and difficulties of integration

The literature review highlights the potential benefits for organizations from integrating their different
management systems into a single system (Zutshi & Sohal, 2005). Therefore, the three main advantages
(Fig. 7) detected in the companies of this study would be those related to firm image improvements
(64.71%), improving in the quality of the products and/or services (45.59%) and task simplification
(44.12%). On the opposite side, the three least significant benefits would be better conditions to include
new systems (11.76%), employee motivation improvements (11.76%) and organizational culture
improvement (13.24%).

In contrast to that, the three main difficulties identified to companies (Fig. 8 ) are those related to the lack
of human resources (25%), the lack of department collaboration (20.59%) and lack of employees’
motivation (16.18%). On the contrary, the less valued are those related to differences in the elements of the
standards (internal audits, external communication, etc) (2.94%), lack of certifying organizations support
(2.94%) and lack of specialised consultants and auditors (4.41% each one).
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4.4 Six Sigma

In what refers to the methodology of Six Sigma (Fig. 9) more than half of companies (55.88%) are unknown
of this methodology to improve the quality. On the contrary, the 42.65% of Spanish companies know it,
ignoring the 1.47% of those companies which did not answer this question.

HNo
Myes

Figure 9 — Six Sigma. Source: Own elaboration.

5 CONCLUSIONS

In this paper is analysed how Spanish companies integrate their MS or methodologies. They have been
made previous studies (Bernardo et al., 2008; Bernardo, Casadesus, Karapetrovic, & Heras, 2009, 2012a,
2012b; Simon, Karapetrovic, & Casadesus, 2012) however, this highlights the companies of the
Comunidad Valenciana, since they were not taken as a basis only firms in Cataluna, Pais Vasco and Madrid.
As a main conclusion can be noted that companies are SMEs and IMS which most implanted are 1SO 9001
and 1SO 14001 (that is what is reflected in the literature) by a progressive integration. Furthermore, most
companies carry out an integration plan which includes mainly the degree of compliance with the
requirements of the different management systems implemented and the degree of compliance expected
with the integration followed by the processes that will apply the integration. Apart from that, the model
used for the design of the integrated system/methodology is a process map (Map) and an analysis of the
common elements of the standards (CE) or a combination of the previous two (Map + CE). Because of this
integration process, benefits and difficulties appear. The main benefits are image improvements, improving
in the quality of the products and/or services and task simplification; and, the main difficulties are lack of
human resources, department collaboration and employees’ motivation. Finally, regarding to the Six Sigma
methodology, it isn’t known in Spanish companies.

Further, this paper presents some limitations. It is a basic analysis to determine the general results in the
Spanish companies, which will be subsequently analyzed in more depth in terms of SMEs in the Comunidad
Valenciana.
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APPLICATION OF QUALITY MANAGEMENT SYSTEMS AS A
STRATEGIC TOOL INPERFORMANCE EVALUATION

Ivana Candrlié-Dankos, Anton Devcid, Hrvoje Budi¢
Abstract

Quality management system according to international standard 1ISO 9001:2015 highlights the evaluation
of performance. National and regional strategic documents define goals, priorities, measures and activities
directed to encouraging sustainable economic growth, including rural development, for which funding are
provided by national, regional and local budgets. Budgets of local and regional (territorial) administrations
consists of general and specific part and plan of development programs as a third mandatory component
prescribed by the Law. Plan contains descriptions of the program with performance indicators, goals and
development priorities related to programming and budget organizational classification. Analysis of the
program based on performance indicators are essential for argumentative business decision making. In other
words, indicators confirm whether the program has achieved its purpose or not, i.e. whether the indicators
were realistically and accurately defined.

The lack of established business practices in application of performance indicators in business decision
making on administration level, was the motive for the conducted research of scientific and technical
literature, which deals with these issues. The goal is to notice problems of defining indicators and its
application in analysis for business decision making. Whereby a logical conclusion imposed was the
possibility of using ISO 9001:2015 as a tool for successful management.

Keywords: rural development, performance indicators, quality management

1 INTRODUCTION

Dissatisfaction with the economic decline raises the question of success, but also need of the public
administration reform because of its importance primarily in economic life and social development. Limited
financial resources and the need to reduce public expenditure as the basis for economic recovery, assumes
a paradigm shift on the spending of public money. Critical thinking no longer applies only to earmarked
spending, but the realized long-term and short-term results. Consequently, the regional and rural
development and analysis of performance measures and activities represent an interesting area for the
scientific and professional community. The question is how to evaluate programs and projects? Analysis
needs to show actions and measures for projects and programs that have achieved its objectives,
information’s which programs did not achieve expectations, and how in future periods to reallocate money
for the projects or programs to those investments that will significantly contribute to objectives
achievements.

A significant part of the scientific and technical literature focus of interest focuses on the organization of
national, regional and local governments. Pointing to the characteristics of the local government system in
Croatia, as well as the underlying assumptions of development Kopri¢ states that "the territorial structure
of Croatian local governments is characterized by excessive complexity, lack of stability, imbalance, and
lack of efficiency, weak growth potential and ensuring centralized mode of governance." (Kopri¢, 2010).
Therefore the author proposes to cancel the belated historical models and acceptance of rational
organization of the country.

County development strategy is the most important strategic documents of regional development. To
support previously expressed opinions, as a basic limitation of development in the County, Development
Strategy of Osijek-Baranja County defines that capabilities of counties to manage their areas development
depends mainly on: jurisdiction of authorities, financial resources, institutional capacities for managing
development, qulified human resources and developed methodology of action. ("Zupanijski glasnik",
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2011-2013) The key problem and the changes in the Croatian public administration Koprié¢ systematize into
four basic groups: "orientation, organization, motivation and implementation" (Kopri¢, 2016). Those
groups could be understood only as an initial analytical element, and author points to the links. However,
the key issue is "the existence of a strong resistance to change and modernization of administration in higher
professional levels of the public administration, which reflects in unnecessary formalism and protraction
perpetuation, outdated modes of operation, rejection of innovations in procedures and techniques, and the
rejection of good European practices and standards, and resistance to the administrative simplification. This
bureaucratic resistance is sometimes glorified as fostering administrative traditions, sometimes supported
by parts of the academic community " (Kopri¢, 2016) Earlier described characteristics of the system raises
the question of success managing local, regional and rural development. The solution to this problem is
visible in the work of Jurlina Alibegovi¢ and Blazevic, who highlights the need to monitor performance
indicators. Management of local development needs to create a monitoring and evaluation system based on
input resources, on the results and effects in relation to specific and strategic objectives development. The
authors do not stop on the findings, but their research carried out on a concrete example, with very concrete
reflections. (Alibegovié, Blazevi¢; 2010)

Assessing the concept of evaluating the quality of governance Friday analyzes the capacity of executive
authorities in the formulation and implementation of effective policies for the community. He concludes
that "Overall the system of governance in Croatia is extremely low, especially when compared with the
quality of democracy and public policy. Strengthening the capacity of the executive authorities in the
shaping and implementation of public policies that are formed in the community, as well as the capacity
for institutional learning and administrative reform, are a key prerequisite for increasing the efficiency and
effectiveness of key economic and social policy. " (Petak, 2014).

Something different consideration success criteria provide research Ott and Bajo. Analyzing the
effectiveness of fiscal decentralization Ott and Bajo indicate that it is not important where the budgeting
functions have been performed, but how it is done. " (Ott, Bajo, 2001). After recognizing the problems of
efficiency of Croatian local and regional budgets, these authors observed problems and propose
recommendations to reform that includes performance indicators. ,,The system of performance in local units
comes down to a comparison of planned and realized. There are individual examples of steps forward
towards programs. However, it still does not follow the successful achievement of objectives, nor are the
results of the program in terms of "produced" general good or citizen satisfaction. Information about
performance does not have to be (and in the main are not) part of the documentation of the annual budget.
The most important thing is to monitor the level of revenue and expenditure, and it is always in the forefront
of balancing the budget and control of the borrowing of local government units. Local units do not keep up
with expenditure in terms of individual activity or measure the effectiveness and costs of activities of
investment and gain in the relationship, do not insist on quality, efficiency and management. Performance
is not an imperative for the central government, and not local units. " (Ott, Bajo, 2001)

In other words, first of all it is necessary to change the paradigm of success. And although the way they are
carried out activities identified as a key parameter, the available literature indicates that the analysis is not
carried out, or if the conduct is not used sufficiently uplifted for business, but the question is how much the
experience of countries that budget planning based on the measurement the results achieved can be used at
the Croatian in the future.

2 BUDGET PLANNING BASED ON MEASUREMENT OBTAINED
RESULTS
Stressing the importance of budget planning based on the results achieved by King believes that "the
government must be guided by the needs and wishes of the citizens, and not their own rules and laws,

taxpayers pay results, not effort, the government must present a better realization than in the general and
specific objectives" . (King, 1995)
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After the analysis Broom stresses that governments are trying to do business leading the criteria for success
and although many governments recognized the success of the program implementation, the question is
"visibility" of the expected results with the aim of monitoring and reporting on the results and their use in
business decisions that will make them more reliable. The author analyzes the success of the
implementation of projects in five countries, seeks to define what success is and how to use the experience
for future business planning. (Broom , 1995) Respecting the King's recommendations, with the aim of
measuring and improving the performance of the administration Melkers and Willoughby conducted an
analysis of the budget in the federal US states. Analysis related to the request for application of budget
planning based on the results of the rules and instructions for the preparation of the budget in the federal
US states. As the performance criteria were used to input, process, output, outcome, efficiency and
effectiveness. The analysis showed that the principle of budget planning based on the results applied in 47
of 50 countries. This business practice in most countries is giving effect to the application in a few years,
and work stressed the need for application of such planning as "the foundation stone for the establishment
of effective methods and the creation of sustainable financing system in the states." (Melkers, Willoughby,
1998)

With Van de Walle, F Cornelissen analyzed using performance measurement to business decision-making
in the public sector. Directing their research to health and education services, these authors analyzed
scientific and technical literature with the aim of finding answers about the extent to which service users
(citizens) used measures of performance, operating results and reports to select institutions as providers of
services. That is, identify the users of services institutions that are behind the results as reliable and affect
whether these results on their choice. The second part of the study, refers to business decision-making
politicians based on the reports of the successful implementation of projects. (Van de Walle, Cornelissen,
2016). Although the authors emphasize that it is not always sure how many reports on performance and
performance measurement directly affect the quality service amounts belief that perform analyzes of
success in cases where the set objectives were not achieved imposes the need to redefine priorities and the
need for measuring the efficiency of the staff. (Joyce, Tompkins, 2002)

After confirming the indisputable point of view about necessity of using indicators in the implementation
of business decisions, is the question of criteria. Although the analysis of such performance indicators
generally applied input, output, efficiency, effectiveness, etc., It is questionable whether they are applicable
to all situations of business decisions?

The strongest indicators of the statistical analysis, which can be used for a reasoned decision. One of the
most complete analysis of this kind was conducted by Rasic Bakari¢, Simovic & Cowan in the analysis of
economic indicators of the success of cities in Croatia. Statistical analysis was performed in 91 Croatian
town and emphasizes the evaluation of performance at equal number of city governments and businesses
that operate within them. "This paper specifically examines the economic performance due to the size of
cities and its belonging to the counties and large geographical regions. In addition, the subject of analysis
is the nature of the relationship of political parties that rule and the impact of these relations on the outcome
of economic processes in the cities. The analysis used Levene test of homogeneity of variance, ANOVA
and Sheffe post-hoc test. the results show that there are significant differences in the economic performance
of cities, in which the most significant are the differences in the average share of tax revenues in total
revenues and receipts that are persistent in the different attribute characteristics of cities. " (Rasi¢ Bakari¢,
Simovi¢, Vizek, 2014)

General acceptability of performance indicators in an attempt to find a consensus between all stakeholders
in defining the criteria, the application creates a general belief on performance and reliability of the public
sector, administration or government. The basis of consensus consciousness administration to the image of
reliability is crucial in the selection of services. In order to achieve reliability management must establish
an integrated management, based on results in focus and defining measures and actions needed to achieve
them as well as checking 39 indicators that according to the author holders of business decision-making,
according to the experience and "common sense™ can not be bypass. (Gadsen, 2015) Recognizing the role
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and importance of the quality management system according to ISO 9001 co-authors of the introduction of
the International Agreement IWA 4 to ISO 9001: 2000 state that the application of standards allows
management the confidence of citizens that their needs and expectations to be recognized and that they will
be realized in real terms. (1SO)

The most important document is the result of consensus of 82 participants from 18 different countries that
are considered the suggestion success criteria administration (national, regional and local) is the result of
20 years of experience and research administration Gadsen. The criteria are divided into four basic
categories: institutional development, sustainable economic development, sustainable environmental
development and inclusive social development. For each of the categories defined threshold for eligibility
or level of recognizable success. That is the limit below which should not be the quality of the service
provided. (Gadsen, 2015)

“Check Up” System for Reliable Local Government
Local Government at an Acceptable Level (using 39 indicators)

1. Institutional
2. Sustainable
LR ble and wit
development fort9°°d ;u‘;ymm"‘m.;lﬂmm hgood 1. Creates economic and Innovative options economic
governmen 2 Partnerships, solidarity and links 1 Promotes employment devalopment
C
3 Competence and y oo 1 Responsible for supplying basic goods

4 Community hvolved in

programs and policies

S Responsible budget spending

6. Promotion of dvil profection and
emergency services

7. Systomatic use of technology and Internet

& Established and mplemented legal

3 Y
 EOR £ N me= S \ \ 7. Promotes the agricultural sector
2 Rule of law prevails
0. Transparent and socially accountable

11.Sound financial management
12. Safety and security conscious

1. Monitors air quality W;

4 Promotes local job raining

5 Promotes tourism

& Systems and infrastructure for @mmunicasons

& Promotes industry, trade, and services

\
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2 Responsible for waste colloction and disposal it
3. Ethnic and social Integration developed

1 Conscious of local government image 4. Gender equity promoted

4 Profective of natural resources S E
S Responsidie for at-risk and winerable sectors

of the population
6 Public health developed
7. Basic education assured
8. Acceptable level of housing promoted

§. Civic msponsibility promoted

5. Effective land management system
& Responsible for water

7. Monitors and is esponsible for soils

4. Sustainable & Environmental education promoted
environmental
(hvelopment 11. Responsible for combating poverty

10. Cutural and historic heritage promoted | 3. INClusive social
development

Figure 1. The check up system for reliable local government Source: Quality management systems — Guidelines
for the applicationof 1SO 9001:2008 in local government

And although the core focus of gathering the motive of those in power about the criteria considered by users
as necessary, but also the lowest level that must be obtained guidance resulted with several beneficial
effects: those in power give a strong strategic tool checks your own performance, define the criteria and
areas which end users perceived as the most important in all aspects of business decision-making and
evaluation of included end users.
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3 IMPLEMENTATION OF AQUALITY MANAGEMENT SYSTEM
FOR IMPROVEMENT OF MONITORING SYSTEM PERFORMANCE

The implementation of quality management systems at all levels of management, indicates the commitment
of the Management Board to its own management measures and checks in accordance with international
principles. This ratio shows the level of maturity in recognizing social responsibility based primarily on the
responsible use of public money. Furthermore, the application of this system facilitates the implementation
of budget planning based on the results, and the chart of business decision-making is shown below.

PLAGY (8] CHE RACT
- S
Comtex of the | - Parfermance
L crganicaticn Foreoth J | Py ‘ o Opativs evauatiza Improvement
J < < -’ J

Figure 2. Plan-do-check —act circle in 1SO 9001:2015; Source: Candrli¢-Dankos, I; Malenica, D; Grui¢i¢, O.; Linié,
M.; Izmjne sustava upravljanja kvalitetom koje donosi ISO 9001:2015 u jedinicama lokalne i regionalne
samouprave; Zadar; 2015.]

4 CONCLUSION

Management of public funds raises the question of responsibility, with the multi-functional administration
imposes the need for continuous review of performance against the institutional development, sustainable
economic development, sustainable environmental development and inclusive social development. The
selection and implementation of programs and projects must be based on the evaluation of the achievement
of goals, and if they are not realized or program did not achieve the planned results is necessary to conduct
analysis and make a business decision whether the goals are set realistically, whether the performance
indicators set realistically, if there are any programs / projects that can be made better, or whether the
existing program / project to improve and / or justified by them to give up.The experience of the application
of the quality management system according to 1SO 9001 shows a gradual build trust in government,
business decision makers enables transparency in the handling and reasoned confirmation vote.
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FAMILY-OWNED WINERIES ONLINE COMMUNICATION
WITH THE CUSTOMERS IN HUNGARY

Gergely Farkas
Abstract

Most wineries are owned by families in Europe. In Eastern Europe, many of them protected the legacy
during the socialist era and started their own business again as soon as it was possible. Family ownership
can be a competitive advantage for businesses (Habbershon & Williams, 1999) if they know how to
communicate it. According to researchers, the customers trust them more than public companies. People
think they are honest with customers, and they prefer long-term goals because the reputation and the
livelihood of the family are at stake. In the XXI. century the customers like to make connections, but
impersonality is a psychological danger of the modern world. There is a growing popularity of bio and
handmade products, a renaissance of farmer markets. In face to face transactions. the family members can
develop a personal relationship with the customers. This can make a stronger connection with the family
brand. For wineries, there are many festivals and tastings where they can show their product to the non-
local customers and develop relationships. But not many family members can be a good brand ambassador,
and it takes a lot of travel and small talk to do this. In online space, they can reach many customers. They
can show or sell the products anytime for anybody. But what happens with the personal connection? How
can they represent the family identity online? What kind of values do they express? How can they
differentiate themselves from the competitors? Will they use the social media more to make more
connections or less to protect the family privacy? | explore this problem with near full sampling of some
Hungarian wine regions. | analyse the online content of the wineries of these regions on websites and their
use of the social media.

Keywords: branding, internet, family business, wineries

1 INTRODUCTION

Quality wine is a special product because its value comes from what we believe about it. “In 1976, a
fascinating event referred to as the “Judgment of Paris” took place. An English owned wine shop in Paris
organised a blind tasting in which nine French wine experts rated French and California wines - ten whites
and ten reds. The results shocked the wine world: California wines received the highest scores from the
panel. Even more surprising, during the tasting the experts often mistook the American wines for French
wines and vice versa.“ (Ericsson, Prietula, & Cokely, 2007, pp. 115.). One part of the taste comes from the
quality of the grapes and the process of wine making. The other part comes from the attitudes of the taster
towards the area of production, the type of grape, the name of the winery and other related things. But from
where these attitudes come from? Wine is not measurable well by specifications. Someone can trust the
experts, or the winemakers if tasting is not possible. Therefore, | focus on the marketing communication of
the winemakers. My question is: what and how they communicate online about the wineries. Especially,
how they can preserve the quality of the relationship with the customer what is described in the family
business literature in the case of face to face connections.

First, 1 show that in the literature of family businesses writes about a strong, personal bond with the
customers in many cases. Next, | examine the problem of online branding the bottled wines when the direct
contact is not possible. After that I describe the Hungarian wine market to point to the fact that at least a
thousand competitors want to sell their products. All the above is needed to understand why is it crucial for
family-owned wineries to make a competitive advantage from their familiness. In my research, | describe
the actual situation in two wine areas and compare the online branding activity of family owned and other
type wineries. In conclusion, I will summarise the best practice and | will make suggestions about further
research possibilities.
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2 COMMUNICATION OF THE FAMILY BYSINESSWITH THE
CUSTOMERS

Family business owners want to deliver the firm assets in the best possible state for the successor (James,
1999). Because of long-term goals, they want long lasting relationships with the outside stakeholders,
mainly with customers (Miller, Breton-Miller, & Scholnick, 2008). Family businesses tend to extend the
relationship with the customers, to enhance customer loyalty (Lyman, 1991). They prefer more enduring
relationships. The communication does not happen only during the transactions, and they exchange broader
information than what is required for the transactions. (Miller et al., 2008) The managers of the firm meet
the customers more often (James, 2006). Of course, this works only if the manager has some marketing
skills. As reported by Miller et al. (2008) family owned businesses conduct more networking by managers,
especially via trade shows and direct marketing.

Craig, Dibrell and Davis (2008) found that family-based brand identity influence performance through
customer orientation. Micelotta and Raynard (2011) identified three strategies of family-based branding:
Family preservation strategy places the family in focus. Companies tend to use the family name in the name
of the company, the family history is important and communicate detailed information about current
managers. Family enrichment strategy emphasises the heritage of the family. Products and services
developed through multiple generations, therefore they promise unique quality for the customers. Family
subordination strategy differentiates clearly the family and the company. The family is depicted as a part
of a larger organisation.

Astrachan and Astrachan (2015) surveyed 125 family owned businesses in the UK. More than half of them
communicate about the family towards the customer, but less than 10 percent of them evaluate the effects
of it. Most owners think it adds to the trustworthiness, social responsibility, quality-orientation and
customer-orientation of the company. But there is also a risk of merging negative opinions about company
and family in cases of a family of a scandal. They also differ three strategies for communicating messages
about the family. “1. Building on one’s history and heritage. 2. Finding a balance between tradition and
innovation. 3. Demonstrating responsibility and promoting one’s values.” (Astrachan & Astrachan, 2015,
p. 11) It should be the decision of the family how far they go with opening up because it is a great
responsibility to be always aware of their public roles. The authors also suggest that stating family
ownership is not enough, but communicating values and customer orientation are also important.

3 ONLINE BRANDING OF WINERIES

According to Dominic (2009) the 4P concept of McCharty (1964) is still valid and despite criticism, there
is no new paradigm yet for the E-business era. The promotion of the bottled wine is difficult for the family-
owned wineries. They cannot compete with the big producers in the field of advertising. In the shops, the
label of the bottle contains only a very limited amount of information. It is exhausting to contact everyone
at festivals and organised tastings. Wineries realised they can share a lot of information about themselves
and their products on the internet. This way they can show themselves to customers and grow brand
familiarity what accumulates all the direct and indirect experience related to the brand (Alba & Hutchinson,
1987). This way the customers will know more about the brand and the choices of them will be influenced
more than a fading memory of a taste. Familiar brands may achieve better recall from memory and are
better able to be protected from the interference of competitive advertising than less well-known brands
(Kent & Allen, 1994).

Online presence of wineries as most of the time SMEs “based on the owner’s recognition of the business
value of the Internet and their approach to planning business growth” (Beckinsale, Levy, & Powell, 2006,
p. 362). Saban and Rau stated in 2005, that majority of SMEs only provide information on websites and
number of web shops is small. Financial and knowledge constraints limit the usage of modern technology.
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This is true for Hungarian wineries of nowadays according to my experience. They describe the wines,
sometimes shows suggested prices, but web shops are very rare.

Duquesnois and Gurau (2008) found in the French Languedoc-Roussillon region that only 20% of wineries
have a transaction function on their web pages. In Hungary, it can be even lower because of the market
size. Most of the wines are available through sites of online traders, but the wineries miss the opportunity
to communicate this on their own website. Therefore, the customers are left alone and conversion depends
on their knowledge of traders and online search capabilities. The situation is similar in Italy (Begalli,
Codurri, & Gaeta, 2008). The reader can note that more than five years is a great deal of time on the internet.
I have no recent information about other countries, but in Hungarian wine industry, the growth is not so
fast as in other areas. There are more websites with outdated technology and static design than with a
dynamic user experience.

laia and others (2016) have a recent study about family owned wineries of Italy. The sample size is small
(N=10), but the categorization of websites is interesting because it has a coding system instead of an ad-
hoc list of possible contents. In their results, the family history always presented on websites. In my
research, | had to search in many cases for interviews, company register and other sources to know more
about the number of generations, or at least something about ownership structure.

4 THE WINE MARKET IN HUNGARY

Hungary has 7 wine regions where are 22 areas of traditional wine producing. Growing area is 80600
hectares (KSH, 2015) what is only the half what was thirty years ago. There were no serious grape diseases
in the background but changing lifestyle and European competition on market. In the XIX. century Hungary
was famous for wine, especially the Tokaji dessert wine, what was on the tables of the royal families of the
era. After the second world war, the agricultural cooperatives, and companies owned by the state degraded
first the quality, then the quantity of the production.

After the political transaction of the 90s, many families got compensation from the state and they got back
their lands. Until nowadays only citizens of the country can buy agricultural lands in Hungary, foreigners
cannot buy farms with more than 0.6-hectare land. This way many families started wineries on a few
hectares, and the big (more than 100 ha) companies are rare. The wine producing needs a lot of manual
labour and contains a lot of risks, therefore outsiders invest in wineries only for prestige but let the local
experts do the work and they do not expect a quick ROI. The market has two sides. The top 20 wine
producers are interested in cheap wines, buy grapes instead of owning own vineyards, and centred in less
traditional areas of wine production. The rest are hundreds of small family businesses and a few rich long-
term investors. This study focuses on the online activity of the later.

Because the fractured, small vineyards the wineries cannot produce big volume and they cannot invest
enough in modern technologies to produce stable quality. Some of them import grapes from Italy to produce
more wine, some export to China because the traders take the whole stock. But wineries cannot compete in
restaurants and shops of Europe with other countries where vineyards are larger. Hungarian customers drink
Hungarian wines in 9 times from ten. Therefore, the competition is big on shop shelves. Prices are between
2 and 80 euros per litre and the majority of profit comes from the cheap table wines. Customers who want
quality wines spend from 5 to 15 euros per bottle usually. Most of them are price sensitive, but there are
measurable preferences in colour, grape variety and territory. Measurable but not measured. There is no
representative study was taken about wine consuming in Hungary. In 2016 a so-called Big Wine Test had
forty thousand participants in an online survey, but the results were highly criticised by the wine experts
and traders because of the distorted sample.

Between 1995 and 2015 were an increase in interest from the customer side. Wine festivals and tastings
become frequent in cities, hypermarkets sell hundreds of different kind wines and there are specialised
shops also. The new trend in 2016 was the hand-crafted beer but it is not strong enough yet to shrink the
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popularity of wine. There were 1355 different wine bottlers in 2016 according to the list of the National
Food Chain Safety Office (2016). Number of wine producers are over six thousand, but it is hard to tell
how many are different completely because many times different people from the same family, or different
parts of a holding are on the list. So, the number of wine bottlers is a better estimation of the size of the
market | want to study. There is a small segment where local producers sell wine in plastic cans for local
people, but they are not presented in shops or online.

An estimated thousand families compete on the wine market. Wine production is 2.5 or 3 million hectolitres,
depending on the year, what means a mid-range among European countries. Export is 0.6 million
hectolitres, import is 0.2 million hectolitres (Hungarian Telegraphic Office, 2016). Most famous are the
dessert wines of Tokaj and the Eger bull's blood what is a red cuvee. Customers buy bottles in supermarkets,
hypermarkets and specialised wine shops. Online shopping is less frequent because the heavy and fragile
bottles make the home delivery expensive. The number of festivals per year where the wine and wine tasting
is in focus is between 50 and 100.

5 METHOD

In my study, | analysed web pages of wineries from two wine regions of Hungary and searched their social
network sites. There is no single database to gather all the wine makers of an area. Therefore | used
databases discussed later. Finding social network activity was even harder because it is not always linked
to company web pages and sometimes shared with the owners’ personal profiles.

For text analysis of self-introductions, | used Microsoft Word because the amount of introduction texts was
not more than a page per company and the coding system was simple. | coded information about owners,
especially names. After that, | looked for values related to the wine production and to the family. There
were some communication formulas that was used with high frequency, therefore I started coding them in
Vivo.

The database of hyperlinks and demographical data were gathered in Microsoft Excel and | analysed them
with simple formulas. The data was gathered during early 2017. Webpages availability can change anytime
and it also happened during the study in a few cases, but its effect was negligible because the content was
available through search engine caches. The database is not anonymised, but it contains only public data
and | am willing to make it available for researchers and experts interested in the field. Making it public for
everyone will not happen because of the ongoing development.

6 SAMPLE

The sample contains two traditional areas of vineyards. | gathered information about the wineries from
open databases and websites. The sample is not representative for Hungary, but it is close to the statistical
population of the given areas. Every winery is in the sample what was found through databases of Tab. 1
and has at least a working web page. Data quality of web pages was not checked, and | did not contact the
wineries to collect any information. When the size of the vineyard was not present on the web page | used
google.com to collect the information from other sources, like wine enthusiast pages, wine web shops and
news sites.
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Table 4 Databases of wineries. Source: own construction

Area Used databases to | Number of wineries | Total size of | Total size of
find wineries in the sample vineyards in the | vineyards in the
area (hectare) sample (hectare)
Tokaj selection.hu 45 5446 1316.5
tokaj.hu
terravin.hu
Sopron ilovesopron.hu 20 1705 375.5
sopronguide.com
vinoport.hu

The difference of total and sample vineyard size means there are many cases when the grape is sold as it is,
or the wine is sold without a bottle. Based on my experience in these areas and at wine festivals: very few
brands are missing from the sample. | identified only four wineries at all without a web page. Those wineries
were removed from the sample. Therefore, the full sample contains 65 wineries.

Tokaj is a wine area and a wine region too. It is part of the UNESCO World Heritage as a historic cultural
landscape. A small part of it belongs to Slovakia. The world's second oldest system of wine appellation is
here from 1757. Wine production started in the 12th century. The median vineyard size is 15 hectares in
the sample. The production of the famous aszli needs a lot of manual labour because workers must separate
the grape berries with noble rot with bare hands. Disznoké, Royal and Oremus are the biggest wineries with
one hundred hectares of own vineyards each but they buy a lot of grapes from farmers of the area.

Sopron wine area is also one of the seven wine regions. Wine production goes back to times before the
Romans of the 1st century when the Celts lived in the region. Three-quarter of the wines are red and the
most famous is the Blaufriankisch type, but it cannot compete with the Austrian wines on the other side of
the border. The biggest vineyard is 85 hectares and is a joint venture of local winemakers. The median size
of the vineyards in the sample is 9.5 hectare.

Figure -3 — Wine areas of Hungary in the sample Source: own construction
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7 RESULTS

I found important differences between the two regions. There are typical communication formulas in both
cases, but also similarities. | focus on family-owned wineries, but I also analysed other wineries to identify
the communication formulas that are independent of the family values. | identified the number of
generations in case of family owned businesses, but the difference is not visible. Of course, the sample size
is small to make a conclusion about this. Later | checked the presence of wineries on Facebook and
Instagram online social networks what have some popularity in the Country. Analysing posts on these
networks is beyond the scope of this study.

In the Sopron region, 17 of the 20 wineries in the sample are family owned and 16 of them uses the family
name in the brand name. In 10 cases wineries start their introduction with stating that they are family owned.
Two from the three non-family wineries list the owners’ full names. Only one winery hides the family
ownership. Six families emphasise that they work in the vineyards many times with their own hands. Five
family businesses state that they work with modern technology during preserving tradition. The number of
generations is many in 9 cases from 17. Two families have three and one has two generations. Five of them
are a first generation entrepreneurship.

Only the most famous winemaker family of the region denies the importance of fashions and trends of the
wine industry because they committed to natural and exceptional quality. The traditional winemaker
families of the area roots back to the XVII. century. Despite this long tradition, only five wineries
communicate about specific family members. Values are missing from the messages most of the time. High
guality and handling vineyards with care are important, but there is no information about the attributes of
local tradition and personal values. In introduction texts, most of the sentences are about the size of the
vineyard, wine types, cellar and other buildings, awards and quotes of famous guests. In 10 cases the text
about the family is shorter than three sentences.

Using Facebook is popular in the Sopron region. 13 of the 17 family owned wineries uses it, but only one
has Instagram profiles without any posts. One of the companies run by many winemakers has a profile with
more than a hundred posts. It is important to compare these data to other regions to answer that it is a
common trend or there is a specific culture in the area about using these modern ways of marketing
communication.

In the Tokaj region, 35 of the 45 wineries are family owned and 23 of them uses the family name in the
brand name and 25 starts the introduction with some reference to the current family or the ancestors. Only
two family hides the family ownership in the introduction, but it clearly visible from the name of the
wineries. Non-family companies refer to the history of the area and the cellars owned. Describing detailed
history is more frequent than in Sopron, but the connection to winemaking is shorter in average. The reason
that the area was always valuable for the country and the turmoil of history changed the owners’ person
more times than in the less famous Sopron region.

In 17 cases the family owned wineries note tradition and 7 notes the modern technology. 10 of the
winemaker families committed to present the whole region and develop the brand of unique sweet wines
from here. In 8 cases, they describe some connection with the nature and the unique terroir of the area.
Handle with care is also important for 7 of them, 6 emphasise the personal work in vineyards. Perseverance
is a personal value noted 4 times. There is one family who lists the family values and the work values
separated. It seems that the second generation grips those values to manage the passing of a parent. As in
the case of tradition, it is hard to describe the dimensions and factors of a thing the winemakers live in every
day. But an unexpected succession enforces the descendants to decide what worth to reserve and make
values explicit.

Facebook is used by 27 family owned wineries and all others use it too. The personal profiles are separated
from the wineries’. 11 wineries have an Instagram profiles. This is a more popular tool than in the Sopron
region. 7 profile belongs to family businesses or owners and 3 of them contains many posts of professional
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photography. The rest is also active except one. This means the usually bigger non-family owned companies
use this marketing tool with similar frequency, in one-third of the cases. This is more than is Sopron region
but the international reputation is also better, so they can reach more customer this way. Instagram has the
advantage of using pictures as main content, therefore the role of language barriers are less important.

8 DISCUSSION

I address the questions above from the abstract and introduction of study to get a conclusion. What happens
with the personal connection? The immediate interactivity is not present, but the customers can reach the
wineries through phone, e-mail, or Facebook message in most cases. If the family follow the strategy of
communicating history and heritage than they can build trust with the customers. The customers can think,
if the winemakers do their profession through generations there must be some know-how behind it. The
first generation has some difficulty in describing a long history, but they can emphasise the schools and
masters they learned from.

How can they represent the family identity online? Naming the family members and roles in wine making
and selling process can be a good start. There are some good examples with separated introductions of
different family members. Photos of the family or individual members can be also important, but it needs
to extend this study in the future to measure the usage frequencies. Photos about the natural and built
environment around the vineyard can also represent the family, but it is less personal.

What kind of values do they express? | expected far more explicit values. In introductions, it is exceptional
if family values appear in an explicit form and it seems they use the communication clichés of the
competitors about the quality of the product and the process. Based on the previous research of my
colleagues and me (Malovics, Farkas, & Vajda, 2015), I do not think this is an intangible asset, but probably
it needs a more direct approach, like an interview or survey to identify the important values behind common
phrases.

How can they differentiate themselves from the competitors? It can be important for family owned wineries
to differentiate themselves from the other similar family businesses. There is much to do about it. In both
regions works some clichés in communication. They state the ownership but communicate the same way
after it. A detailed and eventful family history can be unique. Even making family values explicit beyond
tradition and quality orientation can add a lot in the current situation.

Will they use the social media more to make more connections or less to protect the family privacy? It also
needs further research but | think social media usage depends more on the technical skills and the available
resources than on a family decision. Facebook is used in both areas widely, but Instagram is only present
in Tokaj. Personal photos can mix with work related if the profile is managed by a family member without
clear communication goals. On the other hand, professional photography and targeting posts can cost a lot
compared to the number of reaches and likes. Social media usage of the competitors can also be motivating
to use the same channel.

9 CONCLUSION

As a reflection on strategy systems (Micelotta & Raynard 2011) from the literature , | state that family
preservation and enrichment strategies are frequent, and family subordination is present but very rare. It is
not easy to distinguish the first two because many families seem to follow both strategies at the same time.
From the viewpoint of Astrachan and Astrachan (2015) all communication strategies are used. History and
heritage are detailed in many cases. Tradition and innovation in the same time are also present. Winemakers
can make the innovation part more explicit with describing the buildings and tools. Tradition can be detailed
if they use some special technique for producing grapes or wine. Promoting values is the part where much
can be done. Making explicit the family and the professional values is a missing step for many winemakers.
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In Sopron region, the winemakers do not make these messages unique. In Tokaj region, there are slogans
too as a good start in some cases.

This study is restricted by the barriers of the method and sample. Involving more Hungarian regions is
already in progress. It could be important to compare the results to some wine regions with
multigenerational family firms where the private ownership was not restricted during the half of the XX.
century. Some parts can be extended by gathering information directly from winemakers and their
customers. We know little about the exact effect of the communication of familiness through the internet.
This study underlines that in the online branding of family owned wineries there are many similarities, but
there are also important differences between different wine regions.

References

Alba, J.W., & Hutchinson, J.W. (1987). Dimensions of consumer expertise, Journal of Consumer Research,
13(1), 411-54. https://doi.org/10.1086/209080

Astrachan, C.B., & Astrachan J.H. (2015). Family Business Branding: Leveraging stakeholder trust.
Research report, London: Institute for Family Business Research Foundation

Beckinsale, M., Levy, M., & Powell, P. (2006). Exploring internet adoption drivers in SMEs. Electronic
Markets, 16(4), 361-370. https://doi.org/10.1080/10196780600999841

Begalli, D., Codurri, S., & Gaeta, D. (2009). Wine and Web Marketing strategies: the case study of Italian
speciality wineries. British Food Journal, 111(6), 598-6109.
https://doi.org/10.1108/00070700910966041

Craig, J. B., Dibrell, C., & Davis, P. S. (2008). Leveraging family-based brand identity to enhance firm
competitiveness and performance in family businesses. Journal of Small Business Management,
46(3), 351-371. https://doi.org/10.1111/j.1540-627X.2008.00248.x

Dominic, G. (2009). From marketing mix to E-marketing mix: a literature review. International Journal of
Business and Management, 9(4), 17-24.

Duquesnois, F., & Gurau, C. (2008). The Internet marketing strategy of French wine producers from
Languedoc-Roussillon region. 4th International Conference of the Academy of Wine Business
Research, Siena, 17-19 July.

Ericsson, K. A., Prietula, M. J., & Cokely, E. T. (2007). The making of an expert. Harvard Business Review,
85(7-8), 114-122.

Habbershon, T. G., & Williams, M. L. (1999). A resource-based framework for assessing the strategic
advantages of family firms. Family Business Review, 12(1), 1-25. https://doi.org/10.1111/j.1741-
6248.1999.00001.x

laia, L., Monica, F., Scorrano, P., Amedeo, M., & Cavallo, F. (2016). Wine Web Value: Web Marketing
Strategies for Family Businesses. In D. Vrontis, Y. Weber, E. Tsoukatos (Eds.) Innovation,
Entrepreneurship and Digital Ecosystems (pp. 992-1005). Warsaw: EuroMed Press

Kent, R.J. & Allen, C.T. (1994). Competitive interference effects in consumer memory for advertising: the
role of brand familiarity, Journal of Marketing, 58(3), 97-105. https://doi.org/10.2307/1252313

KSH (2015). Statisztikai Tiikdr 2015/57, Budapest: Kdzponti Statisztikai Hivatal.

James, H. S. (1999). Owner as manager, extended horizons and the family firm. International Journal of the
Economics of Business, 6(1), 41-55. https://doi.org/10.1080/13571519984304

Lyman, A. R. (1991). Customer service: does family ownership make a difference?. Family Business
Review, 4(3), 303-24. https://doi.org/10.1111/].1741-6248.1991.00303.x

104


https://doi.org/10.1086/209080
https://doi.org/10.1080/10196780600999841
https://doi.org/10.1108/00070700910966041
https://doi.org/10.1111/j.1540-627X.2008.00248.x
https://doi.org/10.1111/j.1741-6248.1999.00001.x
https://doi.org/10.1111/j.1741-6248.1999.00001.x
https://doi.org/10.2307/1252313
https://doi.org/10.1080/13571519984304
https://doi.org/10.1111/j.1741-6248.1991.00303.x

Malovics, E., Farkas, G., & Vajda, B. (2015). Appearance of entrepreneurial values and strategic
orientations in the basic values. International Journal of Business and Management, 3(1), 18-35.
https://doi.org/10.20472/BM.2015.3.1.002

McCharty, E. J. (1964). Basic Marketing: A Managerial Approach, 2nd ed., Irwin.

Micelotta, E. R., & Raynard, M. (2011). Concealing or revealing the family? Corporate brand identity
strategies in  family  firms. Family  Business  Review, 24(3), 197-216.
https://doi.org/10.1177/0894486511407321

Miller, D., Breton-Miller, L., & Scholnick, B. (2008). Stewardship vs. stagnation: An empirical comparison
of small family and Non-Family businesses. Journal of Management Studies, 45(1), 51-78.

Hungarian Telegraphic Office (2016) Er6s6dott a borexport, csékkent az import 2015-ben. Retrieved from
http://www.kormany.hu/hu/foldmuvelesugyi-miniszterium/agrargazdasagert-felelos-
allamtitkarsag/hirek/erosodott-a-borexport-csokkent-az-import-2015-ben

National Food Chain Safety Office (2016) 2004-6ta kiadott boraszati tizemengedélyekhez tartozo
regisztracios szamok betlirendben. Retrieved from https://www.nebih.gov.hu/
szakteruletek/szakteruletek/obi/kozerdeku_adatok/regisztralt_boraszati_uzemek

Saban, K. A., & Rau, S. E. (2005). The functionality of websites as export marketing channels for small
and medium enterprises. Electronic Markets, 15(2), 128-135.
https://doi.org/10.1080/10196780500083803

Contact information

Gergely Farkas

University of Szeged, Faculty of Economics and Business Administration
Hungary, Szeged, Kalvaria sgt. 1.

+36702464647

farkas.gergely@eco.u-szeged.hu

DOI ID: https://www.doi.org/10.7441/dokbat.2017.10

105


https://doi.org/10.20472/BM.2015.3.1.002
https://doi.org/10.1177/0894486511407321
https://doi.org/10.1080/10196780500083803

CASE STUDY OF COMMUNICATION OF THE PROJECT WATER FOR

Eva Gartnerova

Abstract
This article is dedicated to the project Water for all and its ways of internal communication as well as
marketing communication and PR. All the information is put to the case study of the project.

The first chapter is an introduction to the topic and explain what the whole project is about, the second part
describes the realization team and different functions of people involved in the project. The main and last
part focuses on communication tools in the project.

Keywords: project management, marketing communication, PR, water, internal communication

1 INTRODUCTION

Water recently has become the most discussed topic not just among the whole world but specifically at our
faculty. In the beginning of September 2016 Faculty of multimedia communication of Tomas Bata
University (FMK TBU Zlin) in Zlin decided to spread the word about the problems connected with water
mainly to the people living in Zlin region.

Almost 500 students worked in different fields to try to reflect their views on water topic. Based on that
FMK UTB Zlin can now proudly presents almost 300 outcomes from 12 ateliers of the faculty.

There were a lot of things, which happened during the project and this following case study should reflect
some of them.

This case study is dedicated to the communication of the project. Internal and external. Pros and cons,
everything observed by the manager of the project, author of this article.

2 THEORETICAL BACKGROUND

Marketing communication tools

,» The top marketing communication tools are advertising, sales promotions, and social media. There are
some definite “Do’s” and some painful “Don’ts” when using these tools.” (Pestle analysis, 2017)

,,Businesses use various marketing tools to communicate information, stimulate customer interest and
motivate action. An integrated marketing approach applies several tactics to engage customers and build
business.” (Chron, 2017)

Types of marketing communication tools
1. Traditional Media

Traditional media such as billboards, banners, newspapers, magazines, television, radio and telephone
directories involve marketing tools such as paid print advertisements, commercials and news releases. This
approach focuses on a one-way sales push and relies on reaching high numbers of people to ensure success.
Advertising is a costly marketing tool; however, traditional media outlets remain the most trusted sources
of information, according to the 2012 Edelman Trust Barometer survey. (Chron, 2017)
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2. Digital Media

Computer software technology can reach potential customers with targeted, measurable communications.
Specific digital media marketing tools include search engine optimization, mobile marketing, interactive
online advertisements, opt-in email and online partnerships such as affiliate marketing and sponsorships. A
key component of digital marketing tools is Web analytics, which provide information on an Internet user's
online activities, IP address and search keywords. To engage in digital media marketing, companies can
hire digital media marketing agencies or utilize software as a service applications. (Chron, 2017)

3. Social Media

Social media marketing is a subset of digital media marketing. However, the goal of social media marketing
tools is to develop an interactive, online relationship with the customer rather than to mine covertly for
customer data. Specific examples of social media marketing tools include blogging, tweeting, posting,
sharing, networking, pinning, bookmarking, media sharing and commenting on social media websites such
as Twitter, Facebook, Orkut, LinkedIn, Pinterest, Reddit and YouTube. Dan Zarrella, author of "The Social
Media Marketing Book," explains that social media marketing levels the playing field for small companies
and individual entrepreneurs by offering low-cost tools with potentially high returns. (Chron, 2017)

Social media is the key

As a marketing communication tool, social media is a vehicle to provide information about your brand and
products.

Consumers use social media to investigate product and company quality. Customers are also looking for
social proof; that is, other consumers who have interacted with your brand and/or bought a product already.

Because remember: don’t forget the “social” part in social media.

A brand’s social media profile filled with information is great. But when it’s filled with information and
interaction? That’s the key.

Engagement is important. It doesn’t matter if you have 10k followers if only 2 people are responding to
your content. Active, engaged followers are a sign they care about your company in some way. It’s easier
to close sales with warm leads than cold leads, right?

Don’t start social media profiles and expect to get sales that way. If you do get sales, that’s great.
(Pestle analysis, 2017)

4. Promotional Items

Promotional items, such as brochures, business cards, press kits, websites, informational videos and
merchandise, are tangible marketing tools. Some of these items include large amounts of detailed
information and highlight attributes of the product or service; business cards and trade show giveaways
may display only a company logo and provide contact information. In addition to increasing sales,
promotional items contribute to building brand awareness, but cost is a factor when selecting these items.
(Chron, 2017)

3 METHODOLOGY:

,,Case studies is a popular research method in business area. Case studies aim to analyze specific issues
within the boundaries of a specific environment, situation or organization. According to its design, case
study research method can be divided into three categories: explanatory, descriptive and exploratory.
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Descriptive case studies aim to analyze the sequence of interpersonal events after a certain amount of time
has passed. Case studies belonging to this category usually describe culture or sub-culture, and they attempt
to discover the key phenomena.

Advantages of case study method include data collection and analysis within the context of phenomenon,
integration of qualitative and quantitative data in data analysis, and the ability to capture complexities of
real-life situations so that the phenomenon can be studied in greater levels of depth.

Case studies do have certain disadvantages that may include lack of rigor, challenges associated with data
analysis and very little basis for generalizations of findings and conclusions.” (Research methodology,
2017)

4 RESULTS: CASE STUDY

About the project

Water for all (“Voda pro vSechny”) is a new project, which has started at Faculty of multimedia
communication, Tomas Bata University in Zlin in September 2016. The project has included all of 12
ateliers of the faculty, which have been working on the water Topic during the whole year.

Water for all runs under the auspices of Ministry of the Environment and has two main goals. The first one
is to raise the awareness about better and effective water management and elicit public discussion on this
topic. The second one is to enhance the communication. The internal communication among all ateliers
plus the communication with the institutions out of faculty such as companies, municipality, NGO sector,
etc.

Water for all is actually the first project of such a type at our faculty since it was established. The first
project, which tries to connect not just students among each other, but other important subjects, which can
Faculty of multimedia communication cooperate also in the future.

The whole project has begun 21st September 2016 with the conference called The block of experts: Water
for all. Experts dealing with water management, water in architecture, water in city of Zlin or water in art
presented their work, ) they gave
students the opportunity to look at the subject from different angles.

Presenting lectures such as Josef Nistler, director of the Water Protection Department of the Ministry of
Environment, Mark Rieder director of the Water Research Institute of T.G. Masaryk or the journalist
Vladimir Kofen. The conference ended with the panel discussion, where different kinds of water topic were
discussed.

The realisation team

As far as the project has such a big impact not just on the whole faculty, the team is very numerous. The
main core consists of few people.

Manager of the project, Mgr. Eva Gartnerova, who is first grade student at PhD. Grade at Faculty of
multimedia communication in Zlin. Her responsibility is to coordinate all the activities, which appears
during the year, controlling and monitoring deadlines and managing the PR team of the project.

doc. MgA. Jana Janikova, ArtD., the dean of the faculty is the main coordinator. Her main task is to make
the final decisions, approval of suggested activities and network of stakeholders who are part of the project.

Ing. Eva Svirdkova, Ph.D is the administrator of the project. She is the head of the financial part of the
project.

doc. Ferdinand Chrenka, Art Director of the project, is responsible for the content of te project and its visual
side.The core of the team consists also of the heads of all ateliers, who supervise all student works and
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projects and who are also responsible for the exhibition itself.
The project also includes so called PR team, which composed of students of marketing, who has charge of
internal communication in the project and promotion of what the faculty during the year, students of graphic
and digital design, who are responsible for the united visual style and one student of fashion design.

4.1 Communication tools

Internal communication

1. Meetings

The core team has a meeting every week since January according the exhibition, which takes place during
Zlin Design Week 2017. There is a newsletter made with tasks after every session. The PR team has weekly
sessions as well to be updated about the activities and to plan communication of the project.

2. E-mail

The most of the communication through the internal team and also with external subjects goes via email.
The newsletter is sent weekly to the core team. Also all tasks are sent via email to make them easily found
through key words.

3. Facebook group

The PR team has its own private group on Facebook. All the tasks and information are discussed here. It’s
much more effective than email- it’s faster and more interactive since you can see all comments and posts
at one place. The big advantage of it is, that you can also tag people in the posts and comments, which
reminds to the competitive person, that the answer is needed. It is more non-formal compering to the email,
which makes the atmosphere in team more friendly.

4. Google drive

Because of many pictures, press releases, schedules and stuffs, we decided to create a google drive folder,
where all materials of PR team are gathered and everyone from the team can find them easily. The google
shared documents are also good, because everyone can interact in the document at the real time, which
makes it more effective then sending word/excel documents via email.

External communication
1. Websites

Water for all has its own website, where all information are published. One can find info about the project,
contacts and news, which are posted in form of blog. One section is also dedicated to all ateliers, where all
projects are avaible to the visitors of our web. The website is in Czech since is still just local project, but
the English version is planned because of the upcoming exhibition and activities connected to the project
abroad. You can see more at www.vodaprovsechny.cz

Information can be also found at the website of Faculty of multimedia communication and other websites,
which share our press releases.
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2. Social networks

The project itself runs 4 social media platforms.

Facebook —as it is the most visited and used social network we decided to make it our main communication
cannal. News from the projects, pictures from the ateliers and also other posts connected to water are
published once or twice in week. Funny mems, gifs, but also educational videos are dedicated for a hon-
formal way of communication to bring this difficult topic to public in an alternative and easier way.

Instagram — pictures, pictures, pictures. Pics from workshops, atelier works, or non formal sessions for
students are published here to spread the project even more.

Youtube — videos from the conference, videos from the presentations of all ateliers and also outputs from
ateliers of audiovisual and animation are on YouTube to be easily watched any times.

Tinder — since we tried to communicate the topic of the project in alterative way, we found interesting to
use tinder as one of our communication channel as well. Through tinder we invite people for a programme
during the International Day of Water, for our Exhibition at Zlin Design Week and so on. It has high
interactivity since the public see it funny and non-traditional.

3. Printed media

Press releases

All of our activities are spread among local and national media through press releases. One, about the
preparation, is sent before as an invitation. Second press release is sent after every event. We have few
media partnerships, where we frequently post articles about the project.

Our partners are local newspapers, but also design magazines and websites.
Posters

All posters are done by students of graphic design from our faculty. Each event has its own poster. Water
for all has one general visual and other graphics is made for different campaigns of cooperation.

Catalogue and publication

Very important source of our PR is catalogue of Zlin Design Week, where the project has the majority of
pages. All projects, activities and events connecting Water for all and Zlin Design Week are mentioned
there as well as pictures. Catalogue is distributed during one week long festival of design in Zlin, so it has
very high reach of different designers, companies and other subjects who could cooperate with faculty or
university in the future.

Water for all will also have one final publication, where the all information and student works will be
presented and which will be used as a PR material for the presentation of our faculty.

Cinema advertising

Golden Apple Cinema in Zlin is supporting us with free video advertising before the movie starts. Our
video spot is made by students of audiovisual communication and except of invitation content for Zlin
Design Week also has educational plot, which is focused on the problem of lack of water.

Events

The most interesting tool of communication are the events we organize or we are part of.
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Conference

The first event which was done was a conference Block of experts: Water for all, which started the whole
university year with lots of inspiration. The concept of conference was made with many professional
speakers who are somehow in the field related to the topic of water. So, we host architects, speakers from
Ministry of environment, municipality, sculptors and so on. All of them had a presentation which could be
used as a source of inspiration for students who were about to start their assignments with water topic.
There was also a discussion in the end, so all visitors could discuss their questions and ideas for projects.

Non-formal sessions

As far as one of the main aim of the project is effective internal communication, we prepare through whole
year a non-formal session for students. Those meetings are good for networking and sharing experiences
of students. They can connect their projects with students form other ateliers to make it complete.

Water day

We used The International Day of water as one of our PR tool as well. We prepared a whole day programme
for families with children and for students as well in Zlin. Visitors could try a graffiti, slack line and also
quiz focused on water, obviously. The whole day finished with the movie night, where the document about
lack of water in developing countries was shown. WOM (word of mouth) is the best when spreading
information to the people and events like this are the best to do it.

Zlin Design Week

The biggest exhibition of our faculty since ever. The biggest exhibition of Zlin Design Week 2017. Water
for all will be placed during the design festival in Zlin in more then 5 places. Projects and design products
of chosen students will be presented during the whole week.

Other exhibitions

We also cooperate with the Ministry of environment for which we have prepared a presentation stand for,
we also participate during the International day of Earth which is organized by municipality of Zlin.
Products of water for all suppose to be a part of DECOREX festival in London as well.

5 CONCLUSION

Project water for all was the first project of such a type at Faculty of multimedia communications. It has
brought a lot of pros but cons as well. To highlight the best practices, | would mention the networking and
cooperation among students from different ateliers. The experience of working with people from different
field is valuable skill for their future carrier as they would need to communicate in their professions in this
way. The good practice is also the united topic which is great opportunity to present a faculty in one way
and mostly at one place.

The disadvantage which appeared during the project was sometimes the lack of communication or
communication without letting other responsible position known.

The project water for all open new opportunities for the faculty in field of cooperation with companies and
institutions as far as increasing the PR of faculty and university itself.
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HOW THE MANAGEMENT SYSTEMS HAVE BEEN IMPLEMENTED IN
SPAIN

Maria Palacios Guillem; Elena Perez Bernabeu,; Victor Gisbert Soler and Marta
Blasco Torregrosa

Abstract.

The main objective of this article is to analyze the situation of Spanish organizations with respect to the
management systems, that is, to study which systems have been implemented by Spanish companies, the
way in which they have been implanted, in addition to the difficulties that have arisen during
implementation and the benefits obtained with the implementation. For this purpose a questionnaire was
made covering these fields and we sent to 100 companies from Spain with two or more management
systems, of which it is possible to conclude that Spanish companies started to implement management
systems from the year 2000 and that the management systems more implemented were 1ISO 9001 and ISO
14001. Although, it should be noted that only 68 companies replied to the questionnaire.

The idea of writing this article emerged as a response to the gap in the literature, since, although there are
many articles related to this subject, none makes an in-depth study on the way in which Spanish companies
with two or more management systems have integrated such systems.

Keywords: Quality Management Systems, Integration of Management Systems, Spain, 1SO 9001,
ISO 14001.

1 INTRODUCTION

Currently, the Spanish industry is composed of a considerable number of SMEs, concretely, 99.88% of
Spanish companies in 2015 were SMEs (DIRCE, 2015). This become in a competitive market, where the
main objective of the companies is to be among the best in their sector, satisfying the needs of its customers
with products or services of a higher quality than their competition, differing, in this way, from it.

This situation has caused that a phenomenon has been originated in the later years, which has made it
possible to improve the efficiency and effectiveness of companies: the creation of management systems
(Bernardo Vilamitjana, 2010).

According to the International Organization for Standardization, the most implemented management
systems are the quality management system based on ISO 9001 and the environment based on 1SO 14001,
with 1,033,936 certifications and 319,324 certifications in the year 2015, respectively (Charlet, 2011).

But the success of the implementation of management systems based on international standards is not
exhausted with the dissemination of ISO 9000 and 1SO 14000 standards. Indeed, in the last years an
important process of emission of new standards is taking place, national as much as international. These
are standards related to such diverse fields of business management as the prevention of occupational risks
and occupational safety and health, corporate social responsibility or activities related to human resources
management, to give just a few examples (Heras Saizarbitoria et al., 2007).

Although many companies have Quality Management Systems (QMS), Environmental Management
Systems (EMS) and Occupational Health and Safety management Systems (OH&SMS), only some of them
have succeeded in developing an effective integrated management system (IMS) (Bornay Barrachina et al.,
2002).

In this sense, the literature on the integration of management systems is based essentially on theoretical
studies that define an integrated management system (IMS); The methodology used in the integration; The
levels of integration of the company and the advantages and difficulties, as main aspects to be taken into
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account in the process (Heras Saizarbitoria et al., 2007). Although two articles and a thesis that empirically
study the integration of management systems stand out, specifically the article of Samuel Vinicius and Carla
Schwengber (Samuel Vinicius & Carla Schwengber Ten, 2015); the article of Roselyn Martinez; Beatriz
Agiiero; Alejandro Penabad and Ricardo Montero (Martinez et al., 2011) and the thesis of Merce Bernardo
Vilamitjana (Bernardo Vilamitjana, 2010). However, they study management systems in particular,
organizations in particular or places in particular, so we decided to do a study updating the existing data
with the only restrictions that the companies studied were Spanish and with two or more management
systems implemented.

2 LITERATURE ANALYSIS

There are many definitions of "integrated management system" that can be found in the literature, although
it can be concluded that an “integrated management system™ can cover different aspects of business
management; therefore, it is important to identify which aspects are involved. Usually, integrated
management systems can be described as a combination of quality management and environmental
management, with the management system of health and safety (Labodova, 2004), since all these standards
have a methodology creation, structure, process implementation and verification by a third party, very
similar (Heras Saizarbitoria et al., 2007).

The topic of Management Systems (MSs) integration started to appear in the literature more than fifteen
years ago (e.g. (Beechner & James, 1997); (Wilkinson, 1998)). Other investigations exist on how
organizations have chosen to integrate their MSs focusing on different topics such as their integration
methodologies and degrees as well as the advantages and challenges of the integration (e.g. (Karapetrovic
& Willborn, 1998a) (Karapetrovic & Jonker, 2003); (Zeng et al., 2007); (Bernardo et al., 2009). Due to
these researches, empirical investigations on the integration of standardized MSs are becoming numerous,
for example,; (Douglas & Glen, 2000); (Bernardo et al., 2009), among others (Villar, 2012).
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Table 1 Main Contribution. Source: (Heras Saizarbitoria et al., 2007)

Authors

Main contributions

(Karapetrovic & Willborn,
1998b)

Unique system consisting of subsystems specific function
completely loses their unique identities, "system of
systems".

(Winder, 2000)

Raises 14 rules for integration, highlighting importance of
the commitment of management, IMS rate decision and
common goals. IMS databases: policy, programs,
procedures and planning, common to the entire
organization.

(G. Wilkinson & Dale, 2000)

Five key elements: understanding different concept
"integration”, simplifying terminology, differences in
objectives difficult process, integration based on the total
quality improves outcomes, importance of culture.

(Karapetrovic, 2002)

Two categories: management systems and audits, with the
aim of increasing the performance of the company. Three
levels of integration: documentation, alignment of key
processes, objectives and resources, and system "all in
one".

(Beckmerhagen, Berg,
Karapetrovic, & Willborn,
2003)

Process of unifying the various specific functions of
management systems into a single integrated management
system more effective.

(Karapetrovic, 2003))

Interconnected processes that share the same resources to
achieve the objectives related to the satisfaction of a wide
range of stakeholders.

(McDonald,
Phillips, 2003)

Mors, &

Three processes: management review, operational control
and internal audits. Unique system for each organization,
different systems for all.

-Its implementation is simplified.

-Cost reduction.

It should be noted that the benefits of integrating management systems have been widely discussed by the
authors (Bamber, Sharp, & Hides, 2000) ; (Karapetrovic & Willborn, 1998a); (Heras Saizarbitoria et al.,
2007); (Fraguela et al., 2011) and (Pefia-Escobio et al., 2011). To summarize, the main advantages are:

-The possibility of conducting audits of implementation, monitoring and review of the three systems at the
same time.

-Certified company registration in the three management areas is achieved faster because there is a single
certificate for all three management systems.
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-1t allows certification to each new area in an easier and faster way, not being necessary to consider nothing
more than the specific aspects of the new area in question.

-Reduction of the necessary documentation, which brings transparency, ease of management and reduced
maintenance costs.

-Improving their competitiveness and market position.
-The probability of error / cost is avoided.
-Organizational alignment of strategy is enhanced.

-The initial existence of philosophical and technical identities between individual systems (optimization of
resources, multidisciplinary, image enhancement, etc.) makes for those companies in which the culture of
one of them is implemented, easier advancement towards full integration.

-Improved development and technology transfer.

-Improved operational performance, improved internal management methods and multifunction devices.
- Increased customer confidence.

-Simplification of the system requirements.

-Optimization of resources.

-Aligning the objectives of the various standards and systems.

-Creating synergies.

-Reducing duplication of policies and procedures.

-Increased worker motivation.

-Reducing conflicts.

-Improved satisfaction of stakeholders or interest groups.

-Is greater effectiveness evaluation, control and monitoring.

-There is greater participation of workers in their implementation.

-Highest levels are achieved in improving Working Conditions, Quality and Environment.
-Improvements achieved reduce liability lawsuits for breach.

-Insurance premiums are reduced.

-Performance, skills and training of the members of the organization increases, since determined and
supplement the training needs of individuals in various subjects.

-Improving the effectiveness and efficiency of processes, increasing consistency, traceability, avoiding
redundancies and inconsistencies.

Regarding drawbacks, according to (Heras Saizarbitoria et al., 2007); (Fraguela Formoso et al., 2011); the
most noteworthy disadvantages could be:

-Higher implementation cost in relation to one particular management system. Thus the current trend of
organizations is to implement a quality management system and then go integrating environmental
management and safety and health at work.

-Greater efforts in training, organizational matter and change of business culture.
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-There are many duplications, documentaries relationships and requirements that must be resolved within
the framework of a project that integrates not only systems but also functional areas involved that may not
be well coordinated in advance.

-The disappearance of the identity of each management system and fear of job loss by misalignment of the
operational objectives.

-Lack of education, awareness and training by the manager and workers.
-Difficulty of achieving a team responsible for its implementation with adequate training in all three areas.

-Temporality, subcontracting and job insecurity that abuses cause and high accident rate, lack of awareness
of employer of their responsibilities in each of the subjects.

-Lack of inspectors who control the safety and health of companies.

-Lack of propaganda of the advantages of an Integrated Management System by the Confederation of
Employers and governments.

3 METHODS

To perform this study and to be able to collect data, a closed-ended questionnaire was carried out with 16
guestions divided into 2 sections: general data and system integration, which, in turn, are subdivided into:
general information about the company; integrated systems and duration and year of implementation; way
of implementation; order of implementation; methodologies used for the design of the implementation;
integration plan and its elements and difficulties and benefits of implementation.

This guestionnaire was sent via e-mails to companies based in the Spanish territory, as it is one of the
countries where more certifications are making (Bernardo Vilamitjana, 2010), and that they had
implemented two or more management systems, because only with a system it is impossible to make an
integration process. Of those companies that were sent the questionnaire, only 68 resubmitted the
guestionnaire answered via email. So we proceeded to send the questionnaire a second time and try to meet
personally with nearby companies that were interested in the project.

After observing that no questionnaire was returned and seeing that it had a 90% confidence level, we
proceeded to analyze the data obtained by using the Statgraphics X64 program using methods such as
decision trees and the graph generator.

4 DATA ANALYSIS AND DISCUSSION

Following in this section we will analyze the data that have been obtained with the sending of the
guestionnaire.

As in the questionnaire, this section has been divided into different parts, which are: integrated systems and
year of implementation; duration of implementation; methodologies used for the design of the
implementation; integration plan and its elements and difficulties and benefits of implementation.

4.1 Integrated systems

In this section we will see the management systems that the companies surveyed have implemented, as well
as the year in which they have been implemented.

But before that, it should be mentioned that the options that were offered to companies as answers were:
ISO 9001; I1SO 14001; OHSAS 18001; UNE 166002; 1ISO 31000; SIX SIGMA; LEAN y KAIZEN, since
it is a closed-ended questionnaire. These methods were chosen as options for two reasons: because, as
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mentioned above, they are the systematic ones most used by the companies and because they are
methodologies used in the doctoral thesis of this article.

B 1sos001

[ unEz1000
O LEAN

B KAIZEN

O 1so1aoo01

B uNE166002
O osHAs12001
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Ol oTHERS

Mean

DECISION

Figure 1 —Integrated systems. Source: Own preparation

As can be seen in the Figure 1, the most implemented methodologies were 1SO 9001 and ISO 14001,
97.06% and 91.18%, respectively. There are also companies, a 26.47% in particular, that have decided to
implement others systems different from those mentioned in the questionnaire, among which we can
highlight ISO-TS 16949, which is the Quality Management System in the Automotive Sector, or ISO
22000, which is the Management System to ensure the safety of food.

This can be translated as a growing interest of the companies to reach the maximum quality, since all the
systems that stand out have direct relation with the quality. And a great concern in to respect the
environment and comply with current regulations.

On the other hand we can see in the Figure 1 that the least implemented methodologies have been I1SO
31000; Kaizen and Six Sigma, specifically Kaizen and Six Sigma, have only been implemented by 7.35%,
while the 1SO 31000 "Principles and guidelines for risk management™ has not been implemented by any of
the companies, but this does not mean that they are less beneficial or effective than other systematic ones,
they are simply less known than the others, simply they are less known than the others because they are
relatively new systems.

Regarding the year of implementation, it should be explained that the options offered to respondents were
groups of 5 years ranging from 2000 to 2016, since it is the last year from which we can extract information.
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Table 2 Year of implementation. Source: Own preparation

<2000 | 2000-2005 | 2006-2011 2012-2016

ISO 9001 39.71% | 38.24% 10.29% 8.82%
UNE-ISO 31000 0 0 0 0

LEAN 0 1.47% 2.94% 8.82%
KAIZEN 0 2.94% 1.47% 2.94%
ISO 14001 5.88% 33.82% 30.88% 20.59%
UNE 166002 0 2.94% 4.41% 2.94%
OSHAS 18001 0 5.88% 10.29% 7.35%
SIX SIGMA 0 1.47% 2.94% 2.94%

As can be seen in Table 2, the most implemented systems were integrated during the years 2000 and 2005,
because it is at that time when they have more height because it is in that years when the market became
more competitive and the companies decided to implement management systems to differentiate themselves
from the rest.

However, with the passage of the years have been decreasing the implementations of ISO 9001 and 1SO
14001 to create and implement other management systems, as is the case of OSHAS 18001 or Lean
Manufacturing and like this they improve other aspects of the organization.

4.2 Implementation

In this section we will see the duration of the implementation of the systems that have been implemented
by the companies, as well as the methodologies and the integration plan that they used.

As for the duration of implementation, the options available to respondents in the questionnaire were less
than 1 year; between 1 and 2 years; between 2 and 3 years; between 3 and 4 years; between 4 and 5 years
and more than 5 years.
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Figure 2 — Duration of implementation. Source: Own preparation

As can be seen in Figure 2, 63.24% of the companies responded that the duration of implementation of
some of their methodologies lasted between 1 and 2 years, while 27.94% companies replied that the duration
of implementation of some of their systems lasted less than 1 year.

The duration of implementation that less marked the companies as a response was the duration that
oscillates between 4 and 5 years, 2.94%, since most of them established as maximum time of 2 years,
because they think that after 2 years, the implementation will be very costly.

With regard to the question "What methodology was used for the design of the Integrated System?", The
options that were presented in the questionnaire as answers were "Based on the definition of the
organization's process map"; "An analysis of the common elements of the standards"; "An organization’s
own model"; "The PDCA Cycle for all the process of the integrated system" and " UNE 66177 standard"

since they are the methodologies that were extracted from the state of the art.
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Figure 3 — Methodology is used for the design of the Integrated System. Source: Own preparation

Of these options, the most used by the companies is the option of “Based on the definition of the
organization's process map ", with a total of 51% of the organizations that answered the questionnaire
(Figure 3).

The second most used option is "An analysis of the common elements of the standards", which was chosen
by 43% (Figure 3).

While the least used by companies for the design of their system is "Based on the standard UNE 66177", a
total of 8.82% (Figure 3).

Among other things, this is due to the fact that it is easier for companies to implement an integrated system
made to measure and with elements common to each other.

Moreover, to implement management systems or models, 75% of the companies that responded to the
questionnaire used an integration plan to perform the implementation.

In this plan, some of the elements included are: “Cost and profitability or estimated benefits of integration”;
“Resources needed to develop integration at each level” and “Degree of compliance with the requirements
of the different management systems implemented and the degree of compliance expected with the
integration”, among others elements that may affect the implementation of the system.

4.3 Difficulties during the integration process

As in any process, in the implementation of management methodologies there are difficulties that make it
a little more complicated to implement the systematic ones that have been chosen. A summary of these
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difficulties could be: “Lack of integration guidelines (books, articles, documents, etc.)”’; “Lack of human
resources”’; “Lack of department collaboration”; “Lack of specialised auditors”; “Excessive time to conduct
the integration”; “Lack of employees motivation”, among others.

In this section we will observe that difficulties have been found the companies surveyed.
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Figure 4 — Difficulties Source: Own preparation

In this question a Likert scale was used which are "Little Important"; "Important" and "Very important"”, to
which the numbers 1; 2 and 3, were assigned, respectively.

The difficulty that most companies have responded as "Very important™ is the "lack of human resources",
25%. Followed by "Lack of collaboration of departments”, 19.12%. While the difficulty that most
companies have marked as "Little important™ is "inefficient implementation of the first system", 69.12%
(Figure 5).

And is that, apart from not having the necessary resources to perform the integration, one of the problems
with which companies find themselves is the lack of collaboration on the part of the different departments,
among other things, for the lack of knowledge and culture with respect to management systems. One of the
measures that can be applied to avoid this is to train the departments that are part of the integration of the
systems before the implementation.

4.4 Benefits

What makes companies interested in implementing management systems are the benefits they present.
These can be summarized in: “Task simplification (documentation, control, requirements)”’; “Increase of
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organizational efficiency (cost reduction, etc.)”; “Better use of the internal and external audit results”; “Firm
image improvements” and “Competitive advantage in the market”, among others.

In this section we will see the benefits that companies have obtained with the implementation of
management systems.

T T ———

Decision

Figure 5 — Benefits. Source: Own preparation

Like the previous question, this question also used a Likert scale which is “Little Important"; "Important”
and "Very important”, to which the numbers 1; 2 and 3, were assigned, respectively.

The benefits that have been valued by the companies that have responded have been "Improvement of the
external image of the company", 67.65%. The other best evaluated is "Improvement in the quality of the
products and / or services", 47.06%, as one of the causes by which management systems are known and by
which companies decide to implement them, is the ability of management systems to improve the
competitiveness of companies by means of improving the quality of their products or services and,
therefore, the image transmitted by the company.

The most voted as "Little important™ and therefore, the least valued by the companies are "Better options
to include new systems", 33.82%, and “Employee motivation improvements”, also with 33.82% (Figure 6).
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5 CONCLUSIONS

For all of the above reasons, it could be concluded that although the management systems arose at the end
of the 90s, it is not until the years 2000 and 2005 that there is a great number of companies that implement
the above mentioned methodologies, such as ISO 9001 and ISO 14001, with a duration of implementation,
in general, of no more than 2 years.

Regarding how companies have implemented their systems, most have made a map of processes, in which
they have integrated elements such as "quality objectives and planning to achieve them"; "System Review"
and "System Improvement".

In relation to the difficulties that companies have found in their systematic implementation one could
conclude that "Lack of human resources" and "Lack of collaboration of the departments” are those that
most affected them.

On the other hand the benefits that the companies have obtained with the integration are "Firm image
improvements™ and "Improvement in the quality of the products or services".

Observing the above conclusions, it is possible to be affirmed that with this study the conclusions are
verified to which they arrived Samuel Vinicius and Carla Schwengber (Samuel Vinicius & Carla
Schwengber Ten, 2015); Roselyn Martinez; Beatriz Agiiero; Alejandro Penabad and Ricardo Montero
(Martinez et al., 2011) and Merce Bernardo Vilamitjana (Bernardo Vilamitjana, 2010).
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COST STRUCTURE IN SLOVAK STARTUPS BASED ON
DEVELOPMENT PHASE

Rachel Hagarova

Abstract

Startups are hot topic not only in business world, but also in general. Startups constantly bring innovations,
they solve problems of all people and that is the reason of their popularity. But startups are still new topic
in academic or scientific sphere. One of the topics we need to describe is Cost Structure, e.g. what cost
items are important for startups and which are not. How are costs changing through life cycle of startups.
Basis for the survey is Business model Canvas. Question is what kinds of costs have place in startups firms
and are they changing based on development cycle of firm. Article represents new data about Slovak
startups and their Cost structure.

Keywords: startup, cost, development, phase

1 INTRODUCTION

Startups are not absolutely new topic in Slovak enterprise environment. But we still can consider them as
hot topic, which deserves attention from government, business environment and academic field as well.

Although, startups are one of the most popular topics nowadays, there isn't one general definition of
startups. Each part of startup related environment has its own definition for startup. But it is only natural,
because they all have their own views on startups. Definition varies also based on level of development
startup ecosystem in various counties. Level of startup ecosystem development is based on enterprise
environment in particular country or region. For example in Silicon Valley, or USA in general, Israel is
startup ecosystem on higher level, it is more developed. Startups are not new topic in these countries and
their business environment is ready to work with startups and fulfill their special needs.

However, we can say that one general problem is exact definition of startup. Steve Blank (2012), one of the
best known startup author and guru wrote that startup is not a smaller version of a large company. Startup
is atemporary organization in search of scalable, repeatable, profitable business model. Research by
Harvard Business School shows that 75 % startups fail (Blank S. , 2013). It can be explained by many
reasons; one of them could be related to a cost structure. For startup is typical long period without any
revenues. Teams work on product/service development and it takes some time. During this period, startup
have only costs, no revenues. Disproportionately high cost to low revenues could be one of the failure
reasons. Thanedar (2012) described the biggest difference between small business and startup. Small
businesses have the same goal - profitability and stabile long term position among competitors. Startups are
aimed at revenue streams in short term view and growth potential.

New methodology in startup environment describes how startups should work, if they want to minimize
failure risk. It is called Lean Startup made by Eric Ries (2011). This methodology is basically about
proofing everything, every thought, and assumption startup has. These should higher chances off bringing
product or services to market which customers really want. Therefore, startup could save cost on developing
wrong product. Eric Ries (2010) wrote, that startup is human organization designed to deliver new products
or services under conditions of extreme insecurity. The most important part of the definition is newness of
product or service and also extreme insecurity. Startup tries to bring new product or service to market and
it doesn't have knowledge about customer reactions.

Cost structure in startups is described marginally if only from particular point of view. Startupers want to
know how much it cost to launch a startup, or to develop a product, to get to the market (Pozin, 2016). But
we still know too little about real costs in startups. There is only little, if any, information about cost items
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and their importance for startups. Ash Maurya (Maurya, 2012) wrote, that it is too hard for startup to predict
and describe their costs into the future. Startup should be focused on the present. Question he suggest are:
What will it cost you to interview 30 to 50 customers? What will it cost you to build and launch your MVP?
What will your ongoing burn rate look like in terms of both fixed and variable costs? Founders should
calculate break-even point, based on revenue streams and cost structure. Than they should estimate how
much money, time and effort they need to get there. Costs in terms of customers are one of the issue in
Blanks (Blank, 2012) work. Customers are for startup important, but they must be also affordable to get.
He suggested to measure "get customers” cost. Meaning, “all in” cost of activating or selling for number of
customers. Costs structure as one of the components of profits is described by A.Affuah (Afuah, 2014).
Firm must pay attention to growth of costs. Firm needs to know about two kinds of costs — production and
transaction costs. Production costs are made of fixed, variable, marginal and sunk costs. These costs types
are related to the product or service. Transaction costs are associated with searching and acquiring
information about inputs the contracting associated with value creation and capture activities, and the
monitoring and enforcement of contracts/agreement. The profile of these costs is the cost structure of the
business model. Keeping costs low is more important for cost-driven business model that differentiation-
driven model.

In our startup research we use business model as basis to search their inner workings. Business model as
topic has some vagueness, same as startups. Authors have different opinions on this topic. Kesting and
Giinzel-Jensen generated main categories for business model sophistication based on the relationship
between main and the secondary business activities in one company. In business as we know it, traditional
business model, revenues and cost are addressed only in one particular business. Free business model is
kind where all revenues are received from secondary businesses and all costs are covered by firm on its
own (e.g. Google). Second type of business model is, when revenues are from secondary business, but costs
are in hybrid structure, covered by firm and partner together (e.g. Ryanair, Tripadvisor). Authors are not
aware of any example for type when all revenues are from secondary business and all costs are covered by
partners (Kesting and Giinzel-Jensen, 2015). Ghezzi at .al. (Ghezzi at. al., 2015)claimed, that ,,the origins
of the business model concept date to the late 1990s, a period of strong technological innovation in the form
of the widespread commercial diffusion of the Internet and related ICTs (information and communication
technologies).” Business model is important tool in strategic management, which connects strategy
formulation and implementation in the form of business processes, resources and relationships. Ghezzi at.
al. identified four most common dimensions in business models interpretations: value proposition, value
creation, value delivery and value appropriation. Business model has a meta role in relationship between
strategic planning and change. Joan Magretta (Magretta, 2010) approached business model as story that
explains how company works and answers questions about customers and value for them by certain costs
and revenues. Teece (Teece, 2010) described business model as manager’s hypothesis about customers and
their needs, for what they want to pay. Business model is description of how company creates, delivers and
captures value.

2 RESEARCH AND RESULTS

The main objective of article is to present cost structure in Slovak startups and costs allocation in various
development stages of startup. As a foundation for our research we use Business Model Canvas from
authors Osterwalder and Pigneur (2009). Hence, we use also term Cost Structure, as it is stated in model
Canvas. Authors wrote that The Cost Structure describes all costs needed in all business model activities.
We decided to use Business model Canvas because of its complexity and easiness in use. Canvas is very
popular in startup enviroment, for the same reasons. Model Canvas gives us complex view on business and
all important parts. Authors of business model Canvas Osterwalder and Pigneur wrote: “A business model
describes a rationale of how an organization creates, deliver and captures value.” (Osterwalder at al. 2009)
Model Canvas has 9 equally important blocks. Customer Segments identifies the most important customers,
to be clear for whom is value made. Segments are groups of customers based on similarities. Firm should
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focus on the most important segments. Value Proposition describes set of product or services for Customer
segments. Value is the reason why customers choose product. It is what the product or service provide to
them. Distribution Channels are different ways of delivering value to the customers, e.g. own stores, or
partners. Customer Relationship describes relationship between firm and customer. This is applied through
process of sale or collaboration. Revenue Streams is block connected do revenues, which flow from value
and customers. Firm can have different ways to earn revenues. Key Resources describes the most important
resources needed to accurate operation. Firm can own or rent these resources. Key Processes are the most
important parts of delivering value to the customers. It starts with production, ends with customer services.
Key Partners are blocks which group all important partners for process of creating and delivering value -
suppliers, investors, distributors. Cost Structure are all cost connected with other block of model.

Article presents results of survey made on 76 Slovak startups. In sample are included all kinds of startups -
software and hardware oriented, in different level of development. Survey is based on formalized
guestionnaire, which includes closed as well as open questions. Survey is divided into 3 phases. The first
phase took place from December to January 2015 and second phase on June/July 2016. In order to compare
results from each phase and to trace the development we use the same questioners in every phase. Every
startup included in research sample was visited personally by one of research team member. Questionnaire
was used as guideline for open conversation between researcher and startup team member (mostly
founders). Thanks to this, we were able to manage data collecting as open conversation which led to more
honest and accurate answers. Open questions are great way to get better understanding of closed one and
results from statistics. Article reflects results from 1st phase of research.

Basic information about Slovak startups

Based on research we can say that average age of founders is between 26 and 30 years. Founders in general
have education on secondary and college level. Average practice before founding startup (particular startup
included in survey) is from 5 to 10 years, approximately 7,5 years. Average Slovak startup team has 5,9
members. Duration of startups in sample is around 2 years.

Table 1 Basic information about Slovak startups. Source: own

Mean Stdev Modus | Median |Min. |Max.
Founder'sage/ scale® 2,32 0,93 2 2 1 5
Founder’s education /scale ** 3,87 0,57 4 4 1 3
Practice length before startup / scale*** |2.49 0,99 2 2 1 5
Number of team members 5.63 3,33 4 5 1 20
Duration of startup /vears 1,84 1,82 1 1.5 0,25 15

*scale: 1 — 18-25,2—26-30,3—31-35,4—36-40, 5— over41
**scale: 1-—elementary, 2—secondary education, 3 —college education, 4 —Phd./3.rd college degree
**#*scale: 1 —none, 2—1to 5 years, 3 - tol0 years, 4 —to 15 years, 5 — 15 and more years

2.1 Block of business model

In research we use Business model Canvas from authors Osterwalder and Pigneur. In this model Cost
Structure is only one part from overall 9 building blocks. In Table 2 below is comprehensive comparison
of all nine blocks and their development level. Presented results are means from set of questions, we used
to fully describe each block. Scale is formed by 5 - 1 is the least developed and 5 the most.
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Table 2 Development levels of all Business Model Blocks. Source: own

Mean Stdev Mode Median Min. Max.
Value Proposition 4,15 0,97 5,00 4,50 2,00 5,00
Customer Segments 3,90 0,73 4,00 4,00 2.00 5,00
Distribution Channels 3,62 1.29 5,00 4,00 1,00 5.00
Customer Relationship 3,84 1,12 4,00 4,00 1.00 5,00
Keyresources 3.91 1,07 4,00 4,00 1,00 5.00
Key Activities 3.80 1.01 4,00 4,00 2,00 5,00
Key Partners 3,50 1.34 5,00 4,00 1,00 5.00
Revenue Streams 3.11 1,04 3,80 3.20 1,20 5,00
Cost Structure 3,95 1,16 5,00 4,00 1,00 5,00

Cost Structure is formed almost in level 4 out of 5 levels. We can say that startups know their cost items,
but they don’t know the amount of costs yet. In order to complete knowledge about level of development
of Cost Structure, we need to compare it with other parts of business model. In Table 2 we can see that
development levels of all blocks are very close to each other. Value Proposition, which reflects how
product/service fills customer needs, is in general developed into higher level. It means that startups have
clear vision about this block even they are not so sure about Revenue Streams. Level of Revenue Streams
development is one point lower that Value Proposition. This can bring some risks into startup. Cost
Structure is the second one block in development range. It relates to high level of Value Proposition level.
On the other hand, respondents have difficulties to separate product cost and operation costs. As they think
are sure about their cost structure, however they don’t know operation cost. And operation costs can be
problem in later stages of startup life.

2.2 Cost Structure

If we want to describe Cost Structure fully, we must know percentage structure of individual Cost items. In
Table 3 is presented share of individual cost items in overall costs. An in Figure 1 we can see graphic
display.

Table 3 The basic overlook of Cost Structure in startup. Source: own

Cost structure — share of individual items / % share

Energy Travel Services Financial
Costitem | Material | Depreciation |use Rent expenses | (cooperation) |cost Payroll | Others
Share% |[11,73 0.1 2,26 346 5,15 14.87 1.01 45,82 1391

*scale: development level of cost structure: 1 —none, 2 — firs ideas, 3 — complete concept, 4 — experiments with implementation,
5 —nearly complete or complete

Startups specified the percentage share of given options. Table 3 shows share of individual Cost items. The
largest percent share belongs to Payroll, almost half of the all costs. Much less, around 15%, belongs to all
kinds of services. In many cases it means marketing, PR or special IT services. Slightly smaller share has
Material in all kinds — almost 12%. In table we can see, that other items are not even slightly close these
first three. Travel expenses are important and have bigger share in total costs mostly in hardware oriented
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startups. It includes various conferences, exhibitions. Startups working with some application or some kind
of service can promote their product online worldwide on smaller costs.

B Material
B Depreciation
EEnergy use
HRent
B Travel expenses
B Services (cooperation)
® Financial cost
“Payroll

Others

Figure 1 Share of Cost items

2.3 Cost Structure based on Development levels

In order to conclude main objective of the paper we link Cost Structure with several development indicators.
As the main indicator we consider Development of business idea. We want to see, how is awareness of cost
structure changing based on stages of Business idea development.

Table 4 The Cost Structure based on Business idea development level. Source: own

Cost Structure
Mean (Cost
Business idea development |1 |2 3 4 B Total Structure) Stdev
1 2 1 3 2.67 0,94
2 5 2 1 8 2.63 0.99
3 5 6 4 5 20 3.45 1,12
4 1 9 16 26 4,58 0,57
5 2 4 12 19 4.37 1,04
Total 1 12 |11 18 |34 76 3,95 1,16

We can see that total 34 startups have Cost Structure developed to 5th level. On the other hand the most of
the startups, total 26, have developed business idea into 4th level. It means that development of costs is
ahead business idea. Startup count and calculate their costs before they finish idea. Average level of Cost
structure development in this fourth level is 4,55, which is almost the higher level.

Similar situation is reflected in Table 5. Cost Structure awareness raises altogether with duration of startup.
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Table 5 Cost Structure based on Duration of startup. Source: own

Cost Structure

Duration of startup/years |1 2 3 4 5 Total Mean (Cost Stiucture) Stdev
0- 0.5 5 1 2 1 9 2,89 1,10
0.5-1 6 6 5 9 26 3,65 1,18
1-1,5 3 2 4 9 4,11 0,88
1,5-2 1 5 10 16 4.50 0.79
3 1 1 2 11 4.27 1.21
more than 3 2 3 5 4.60 0,49
Total 1 12 |11 [18 |34 [76 3,95 Lle

Table 6 Cost Structure based on Business Model development. Source: own

Cost Structure

Business model Mean (Cost
development - level 1 2 3 4 5 Total Structure) Stdev
2 9 9 2.00 0.00
3 2 |8 1 1 12 3.08 0,76
4 1 1 3 17 |22 |44 4,32 0,87
5 11 |11 5.00 0,00
Total 1 12 |11 |18 [34 |76 3.95 1,16

Table 6 shows how Cost Structure is related to the Level of Business model development. We can say, that
if startup has business model developed in 5th level, it means, all blocks are developed on relatively high
level, startups knows its cost absolutely.

Table 7 represents distribution of cost items share through levels of Business idea development.

Table 7 Share of Cost items based on Business model development. Source: own

Business idea

- Energy Travel Services Financial

development | Material | Depreciation | use Rent expenses | (cooperation) | costs Payroll | Others
1 20,00 1,67 1,67 3,33 5,00 6.67 0,00 28,33 33,33

2 10,63 0,00 8,13 0,63 5,63 10,63 0,00 33,75 30,63
3 7.00 0,00 0,25 1,55 2,30 19,65 0,00 48,50 15,75

4 13,51 0,11 1,60 3,43 7,90 16,09 0,27 49,52 6,42

5 13,42 0,00 2,90 6,74 421 11,26 3,68 45,79 12,11
Total 11,73 0,10 2,26 3,46 5,15 14,87 1,01 45,82 13,91

In Figures below we can see graphical visualization of costs items distribution through levels of Business
idea development. As we can see, item Payroll has the biggest share on total costs in every Business idea
level. Cost item Material is also significant in every phase. As third we can give costs under item Services,
which are all cooperation or services that startup get from external environment, third parties. In most cases
under this item belong marketing, PR or special IT services.
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Figure 2 Share of Cost items on levels of Business model development. Source: own

At last places as the least important costs for startups are Depreciations, Energy use and Rent. Most of the
startups are software based. And as they said, they do not need special place to work from. Startupers like
to work from coworking spaces, where they can network with other teams, or find freelancers for their
project if needed. This confirms assumption, that startups do not consider offices as important part of their
activities.

2.4 Conclusion and Discussion

Typical Slovak startup, based on our research, has young founder with higher education and some practical
experiences. Typical startup team has 5 to 6 members. Average duration of startup is almost 2 years.

A topic of cost items and structure is not easy to research. Startups have difficulties to separate
products/services costs from operation costs. This problem often appeared in first stages of development
startup, when team is focused only on product/services.

Cost Structure is only part of Business Model Canvas, on which research is build on. In order to understand
importance and level of development of Cost Structure, we need to know these aspects about all nine blocks.
We found out that block Value Proposition it the most developed block. Founders start their activities with
product or service, on which they later eventually build a company. Value Proposition is most important
for founders and they often focus all activities and recourses into development of value proposition. On the
other hand it can be very dangerous, and there are some examples when it was deadly for startup. Startups
should not forget about other parts of business models too.

Cost Structure is the second most developed among all nine building blocks. It means that startups can tell
their costs with some certitude, maybe based on their VValue Proposition. We can assume that these two
blocks are linked. On the other hand respondents identify product costs with overall costs. It means, we
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cannot take this level of development as absolutely right. Because, product costs are not the same as
organizational costs. Awareness and knowledge about operation cost is crucial especially in later stages of
startups, in time when product/service is developed and ready to launch. Awareness of costs rises together
with development of Business idea. It is only logical, because the more realistic the idea is, the more realistic
necessary costs are. Time factor plays the role also. Exactness of defining Cost Structure rises with duration
of startup. In general we can say that concreteness or accuracy rises along with tangibility of startup.

In overall percentage share of cost items we can see that the biggest share have costs related to Payroll
(45%). Services and Others have radically smaller share, 14% and 13%. All kind of materials are at the
third place with 11%. This is also headed to problem with product/service costs. If startup is hardware
oriented material is one of the greater parts of all costs. Payroll has such a big share because people are
important in every kind of startup. Payroll is the most important and has the biggest share in all stages of
Business model development. The importance of the Payroll we can link with strong feelings about
importance of startup team. Founders said that team is very important for success and they always try to
get best team members. Such a big share of Payroll is also linked with software focusing. In these cases,
startup does not need specific material or devices. They need great people, as factor of their success.

Along with higher Business model Development, share of Others cost degreases. We can assume that some
activities are not necessary anymore and some are included into internal team. Also Share of item Material
degreases with rising of Business model Development. As respondents said, they still need Material, but
the already have more effective processes. So they can work better with stocks and they build better position
towards suppliers.

Awareness of costs rises together with development of Business idea. It is only logical, because the more
realistic the idea is, the more realistic necessary costs are. Time factor plays the role too. Exactness of
defining Cost Structure rises with duration of startup. In general we can say that concreteness or accuracy
in costs rises along with tangibility of startup.
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PERSPECTIVES AND DEVELOPMENT OF THE TOURISM SERVICE IN
AZERBAIJAN

Sabuhi Hasanov
Abstract

The aim of the study is to examine the level of tourism sector in Azerbaijan, its’ present situation and the
problems in this area, to determine development tendencies and perspectives. Analyzes were made on
statistical indicators. The economic development of Azerbaijan, its current status and role of the service
sector in economic development were noted in the article. The researches of the researchers have been
analyzed and the approaches that can contribute to the development of the service sector in Azerbaijan have
been evaluated.

Keywords: service sector, tourism business, tourism services, services market, aspects of the oil
sector, services economy, basic indicators of tourism facilities.

1 INTRODUCTION

Service sector in the country, especially current state of tourism, its analysis and characteristics of formation
are observed in the article. The article firstly focuses on the importance of the service sector in the country’s
economy, and then the requirement of the development for this area as it is one of the major constituent
elements of the non-oil sector. The author examines the ways and means of identifying possible directions
to address the problems existing in the sector of tourism services and ensure the development of this field.

At the current level of development of the economy, the service sector is one of the areas distinguished by
its characterization. The service (in English "service" was the word) — is the outcome of the purposeful and
efficient activity aimed to meet the needs of people. The increase in the people's demands and complexity
of modern manufacturing processes affect the service sector. As a result of this, the demand for services is
increasing. Services also have a special role in the world economy. Placement of more than 40% of foreign
direct investments in this field reflects the prestige of the service sector in the world economy. In developed
countries, the share of services in GDP is more than 70%. Currently the number of employees in the service
sector is increasing day by day, and thus 85% of the growth of new jobs, on average, falls to the share of
the service sector (Alirzayev A.Q., Aslanova S. Socio-economic problems of tourism development. Look.
2006) .When analysing economic processes demographic factors, natural environment, political, legal,
cultural and environmental impact, technological progress and economic factors can be noted as factors
that influence the development of the service sector. The service sector covers education services, transport
services, financial services, health and social services, tourism services, and etc. With the development of
society, there is an increase in its spiritual and recreational needs. Certain part of meeting these needs
accounts for the tourism industry and economy spheres being its component. The tourism industry, which
provides for 33% of today's services market, more than 10% of consumer expenditures, and encompasses
up to 10% of the employed population has been introduced to compete with the oil industry and mechanical
engineering industries, which are the leading sectors in the world economic system. According to the World
Tourism Organization prediction, the number of tourists traveling each year is increasing by 4.1% annually
and will reach 1.6 billion in 2020(Alirzayev A.Q. Tourism economics and management. Look. 2011.). The
above-mentioned shows that the role of tourism in the world is increasing and will increase even more in
the near future. This factor can be analyzed so that the organization of tourism in the country and increasing
its role in the national economy should be an incentive for the activities to be undertaken in this direction.
The aim of the study is to examine the level of the tourism sector and determining development tendencies
and perspectives of tourism services in Azerbaijan.
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2 DEVELOPMENT OF THE TOURISM SERVICE IN AZERBAIJAN

The development of the oil and gas sector has served as a driving force in the development of other sectors
of the economy. In 1999, under the Decree signed by the national leader Heydar Aliyev the State Oil Fund
was established to ensure efficient management of the funds received from the sale of oil obtained as a
result of the joint development of oil fields with the foreign companies, and direct these funds to the
development of priority sectors of the economy and the implementation of projects of particular
importance(Alirzayev A.Q. Tourism economics and management. Look. 2011). Just as in all areas, as a
result of the sound economic policy on the use of the Fund’s assets the foundation of the sustainable
economic development was laid. As a result, reforms started to be implemented in all sectors of the national
economy and serious steps have been taken in order to improve the quality of life of the population. It can
be noted as one of the areas in the service sector. Moreover, the Law on "Tourism™ adopted in 1999 based
on the Decree by the national leader, and the "Tourism Development Program for 2002-2005" certified in
2002 gave an impetus to the development of the tourism sector in the country in following years (The state
program for the development of tourism in the Republic of Azerbaijan between 2002 and 2005. Azerbaijan.
2002). As a result, favourable conditions for the development of tourism were created and foundation of
the country's integration into the international tourism market was laid. The rapid socio-economic progress
achieved in recent years has opened up new opportunities for the comprehensive development of this field.
It is no coincidence that, despite the fact that in 2002 tourists coming to our country afforded its economy
income of 432 million manats, in 2014 this figure rose to 1 billion 122 million manats. The country's strong
potential in the sphere of tourism creates favourable conditions for partnerships with international
organizations aimed at the development of this sector. It is worth noting such organizations as the
Commonwealth of Independent States (CIS), the World Tourism Organization (WTO), the Organization of
Islamic Conference (OIC), GUAM and others (Alirzayev A.Q. Tourism economics and management.
2011).

It should be noted that President Ilham Aliyev, the worthy successor of the political course of the great
leader Heydar Aliyev, always pays attention to the development of tourism as one of the priority directions.

Declaring 2011 the “Year of Tourism” in his closing peech at a meeting of the Cabinet of Ministers on the
results of socioeconomic development of 2010 and upcoming challenges in 2011, President Ilham Aliyev
said: “This year, 5 five-star hotels will be opened in Baku. I actually think that this is probably unique for
the whole world. Over the course of one year, 5 five-star hotels will be opened in one city, in Baku. At the
same time, three- and four- star hotels are under construction in Baku. A lot is being done in the region to
develop the hotel business, tourism development in Azerbaijan is already a reality. To create this
infrastructure, of course, the state requires significant resources. They are channelled into infrastructure
issues. Hotels are being built by the private sector. This means that the level of confidence in Azerbaijan’s
development is so high that people can invest millions, hundreds of millions here. Investors are sure that
these funds will pay off. Meanwhile, our city is improving and modernizing. Creation of good conditions
for those coming to Baku is, of course, an important issue."

A special attention is paid to the development of the service sector, which is one of the main elements of
the national economy of the country. While researching the development of the service sector, it should be
noted that the major strategic task of the service sector enterprises in the conditions of formation and
development of market relations is to ensure economic stability in the market. In 2014, the share of service
sector in GDP structure was as follows (Figure 1):
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The share of service sector in GDP structure

B Information and communication
services

M construction services
trading services

M transport services

M tourism services

Figure 1 — The share of service sector in GDP structure. Source: Azerbaijan Republic State Statistics Committee
2015.

Being an important part of the economy tourism plays a crucial role in the economy of many countries.
Tourism service is one of the main components of the world economy. It is a high-speed economic
development in this field gives an impetus to invest large-scale revenues of the countries to the development
of other sectors of the economy (Mammadov C.A, Soltanova H.B., Rahimov S.H. International tourism
geography. 2012.). That is why the scale of the tourism industry in the world economy is expanding year
by year. Tourism, for a long time, encompasses not only Europe, but also the North and South America,
Africa, Asia, Australia and Oceania. Though exchange of tourists is mainly realised between the
neighbouring countries, the number of tourists wishing to travel for long-distance regions, get acquainted
with the lifestyles, cultures and traditions of the people living in these countries is gradually increasing.

Location of Azerbaijan in East-West and North-South transport hubs, as well as the country's favourable
geographical situation between Europe and Asia, objectively, make it play the role of an economic and
geopolitical bridge and create conditions for the country's active participation in international transit
(Mammadov C.A, Soltanova H.B., Rahimov S.H. International tourism geography. 2012.). It in return
creates an incentive to take more serious measures for the rapid development of the tourism sector, which
is one of the major and leading non-oil sectors, and for the optimal use of the country's tourism potential as
well.

The main economic objective of Azerbaijan is to ensure maximum living standards and security through
the comprehensive and effective use of the country’s economic potential. Study of the current state of
tourism, which is one of the main components of the economic development strategy and strategic planning,
as well as determination of aims in this area and mechanisms of regulation can be regarded as one of the
primary objectives of the state. The availability of important and perspective opportunities for the
development of tourism in Azerbaijan will stimulate the attention paid to this area.

While assessing the current state of tourism service it is advisable to pay attention to and consider the
number of tourism enterprises operating in the country, as well as the number of employees working in
these enterprises, shipping forms sold to the population and the number of tourists. In addition, it is
necessary to evaluate the statistics of the income gained by the tourism enterprises, the cost of shipping
forms sold to the population and expenditures incurred in connection with the tourism activity.
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Table 1 Key indicators of tourism enterprises. Source: Azerbaijan Republic State Statistics Committee 2015.

2009 2010 2011 2012 2013 2014

The number of enterprises 124 126 141 170 197 218

Number of employees (not{1393 1418 1541 1730 1729 1794
including substitutes), one
person

Income gained by enterprises,|17839,6 |19065,3 |22634,8 |27121,5 (29600,9 |31107,1
a thousand manat

Production costs of the(16907,9 [17811,3 |20662,1 |23540,8 [25292,5 (27 018,1
product (service), a thousand
manat

The number of shipping forms|28509 34121 42583 62866 65448 66 233
of tourism sold to the
population, one piece

The cost of shipping forms|15071,7 |25848,7 |29316,6 |40693,2 (42892,3 |44 820,3
sold to the population, a
thousand manat

The number tourists received(59700 69923 83620 101431 (91961 92 305
and sent, one person

The statistical analysis shows that in recent years only growing dynamics has been observed both in the
number of enterprises and employees operating in the field of tourism, as well as in the revenues from the
tourism sector, and in the number of tourists received and sent.

During 2011-2014, the number of accommaodation facilities in the country increased to 527 from 508. Since
2011 the number of accommodation facilities, places and numbers, the number of persons and workers, as
well as income from the businesses have increased. For comparison, we may note that statistics for the
current year demonstrates increase of 6% in the number of seats in accommodation facilities, 7% in the
number of rooms, and 5.8% in the number of employees.

According to the estimates of the World Travel and Tourism Council (WTTC), the direct share of tourism
in GDP for the current year was 1.3 billion AZN, and the gross weight was 4.9 billion AZN, that is 2.4%
and 8.8%, respectively. As informed by the WTTC, the domestic tourism expenditures has increased by
21% to 1.7 billion AZN, and equity capital invested in tourism has increased by 20% to 360 million AZN.

As for the number of persons placed in hotels and hotel-type facilities and nights spent there, there has been
an increase both in the number of individuals placed and both nights spent in such facilities. We would like
to inform you that 80% of persons placed across the country accounts for those arrived with the purpose of
tourism.

However, it should be noted that during the period of 2008-2014 in Azerbaijan, the overwhelming majority
of foreign citizens who prefer to stay in hotels and similar establishments were from the United Kingdom,
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Turkey, Russia and Iran. It is not surprising that over these years among foreign citizens coming to
Azerbaijan from these countries business travellers have been prevailing. If we take for example the
calendar year 2014, we can see that the number of business travellers only from these 4 countries makes up
25% of the total number of business tourists. The vast majority of foreign tourists, who visited our country,
as in previous years, were from Russia, Georgia and Turkey (Figure 2).

The share of foreign tourists who visited our country from
foreign countries

RUSSIA GEORGIA TURKEY OTHER COUNTRIES

Figure 2 — The share of foreign tourists who visited our country from foreign countries. Source: UNECE Statistical
Database 2015.

Compared to the last year, there has been an increase in the number of visitors from France, Spain, Italy,
Norway, Greece, Croatia, Great Britain, Germany, Belgium and some other countries of Europe and the
world.
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Table 2. The classification of the tourism purposes of foreign citizens of the country. Source: Azerbaijan Republic
State Statistics Committee 2015.

2005 2012 2013 2014
thousands | % thousands of | % thousands | % thousands of | %
of people people of people people

The total | 692,7 100 1985,9 100 21295 100 | 2159,7 100

number of

tourist

arrivals to

the country

for foreign

nationals

Leisure, 404,5 58 687,8 35 705,2 33 709,9 33

entertainm

ent,

tourism

Business 261,8 38 595,3 30 648,9 30 670,5 31

tourism

Medical 7,6 1 43,0 1 46,2 1 46,3 1

tourism

Religious | 4,2 1 13,2 1 13,7 1 13,7 1

tourism

3 METHODS

The analyses in this review paper are prepared by the statistics of Azerbaijan State Statistics Committee
and United Nations Economic Commission for Europe. Some researchers™ important studies with regard to
the tourism sector in Azerbaijan have been examined comparatively. The positive and negative effects of
these investigations on Azerbaijan were evaluated.

The study based on the years between 2009 and 2014 to examine key indicators of tourism enterprises in
the selected country. Conidering the factors that are related with the classification of the share of foreign
tourists who visited Azerbaijan from foreign countries, the paper investigates the years between 2005 and
2014. On the other hand, the study takes into the consideration of the year 2015 to analyze the share of
foreign tourists who visited our country from foreign countries.

4 RESULT

Development of tourism services and increase of its role in the national economy characterize the
development in the following fields:

1. Development of entrepreneurship in this area;
2. Financial resources being formed in the regions, creation of new jobs;

3. Formation of the first manufacturing and service sector, which is necessary for tourism and business
activity; development of production and infrastructure in a competitive atmosphere.
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The development of tourism services and the promotion of the Republic of Azerbaijan as the tourism
country should be one of the key tasks of the state economic policy.

5 CONCLUSION

On the other hand, there is quite a number of the problems existing in the in the field of tourism services.
The respective development of the current state in the field of tourism in the country compared to other
years justifies the state policy implemented in this direction. However, non-achievement of tourism to the
desired level resulted in outflowing of the majority of citizens to neighbouring countries. In this regard, it
is obvious that satisfaction of domestic needs would be a multiplier in the development of tourism in the
country. For this, the tourism would be better to be directed to the following areas:

1. Determination of objectives in order to achieve the intended level;

2. Study of problems and shortcomings existing in this field;

3. Determination of optimal and efficient management methods in order to remove problems;
4. Creation of a perfect infrastructure system for tourism development;

5. Exact determination of the country's tourism potential; conducting large-scale researches with the
purpose of ensuring full and effective use of this potential; working-out science-based recommendations
for the development of tourism services in the country;

6. Creation of favourable environment for tourism enterprises and realization of possible benefits in
financial transactions;

7. Increasing the state's role in the regulation of prices, and etc.
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INTRODUCTION TO MARKETING METRICS AND
CHARACRERISTICS OF SELECTED ONLINE MARKETING METRICS

Viadimir Hojdik
Abstract

This article is focused on introduction of marketing metrics. It explains the concept of marketing metrics
and describes some of the fundamental marketing metrics, which help to quantify the effectiveness of
company’s web advertising and marketing communication. The aim of this work is to introduce a reader
into a problematics of marketing metrics, offer methods those can help marketers evaluate the performance
of marketing activities and desribe basic online metrics. It should also underline the need for quantification
of advertising and marketing effectiveness in the company.

Keywords: marketing metrics, marketing efficiency, web metrics, online metrics, advertising

JEL classification: M31, M37

1 INTRODUCTION

Innovative trends in the business environment are forcing marketing experts to quantify the marketing
opportunities and competitive threats. There is a growing need for evaluation of plans and results,
interpretation of different variables assessing the effectiveness of marketing activities, identification of
crucial data for improvement — and all that based on calculations. For companies, it is therefore important
to implement systems for the acquisition and subsequent evaluation of the relevant data for the marketing
department — in other words, marketing metrics. The aim of this paper is to explain the issue of marketing
and web metrics, and also highlight the importance of marketing metrics as an necessary aspect of the
marketing effectiveness evaluation in the enterprise.

2 THENEED FOR QUANTIFICATION OF ACTIVITIES EFFICIENCY

Despite its undeniable importance, marketing remains one of the least measurable areas within the
company. Nowadays, most businesses are aware of marketing metrics importance and their possible
benefits, but still have a problem to implement them efficiently. A survey in 2010 on a sample of 400
companies proved that only 25% of companies had successfully implemented marketing metrics (Best,
2012). Considering the fact that marketing costs represent a significant part of total business expanditures,
it is necessary for managers to assess how effectively they are spent for their intended purpose. However,
many managers and directors are lacking deeper knowledge to evaluate the effectiveness of marketing
activities.

In the context of these claims we may conclude that a number of decisions in marketing are made without
a information and data analysis, or even without analysing target groups feedback. In today's highly
competitive market, company should be much more concentrated about "hard" — quantitative approach,
because "soft" skills such as intuition and creativity are no longer sufficient. Company should therefore
focus on calculations and measurements. Managers then must find answer for two important questions —
what to measure and how to measure. As a solution of these questions, the company may use marketing
metrics that allow to measure the impact of marketing campaigns on corporate results.

It is therefore essential to quantify that impact, but it is not the only important thing. If company implements
the system of marketing metrics and evaluates the results, it is crucial to identify links and connections
between metrics and analyse them as a complex, not as isolated numbers. Only after such a complex
analysis managers can reveal, what is the final impact on the financial results of company.
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3 MARKETING MATRICS

Generally, a term metric represents a tool of measurement that determines the current condition, direction
or trend. Metrics are broadly used in wide spectrum of disciplines and they allow us to identify the causes,
explain the trends and also predict future results. Moreover, they allow to analyse problem from an objective
point of view and also enable to understand the essence of the problem (Metrics, 2015).

Recently, marketers have found themselves under the pressure to use the marketing metrics. That pressure
comes from managers who want marketers to demonstrate marketing benefits on the company's financial
results (Bolton, 2004).

Marketing was once considered more an art rather than a science, but it is not the case anymore. Marketers
need to review their activities in quantitative terms. They must be able to measure the potential new
opportunities, and also need to know how to quantify the necessary investments to achieve them. They
should also master how to determine the value of products, customers and distribution channels — and all
of these in an environment of changing prices and market conditions. There is as well an increasing need
to capture the impact of marketing decisions on the company's financial results.

Marketers have been for a long time in difficult situation because financial managers used to ignore their
requirements. Not every time marketers were able to quantify the level of efficiency funds were spent. In
addition, financial budget for marketing activities was often a matter of very rough estimates, intuition and
creativity. But these times — times of inaccurate and loose marketing budgets are over and marketers have
to face new challenges — measurability and traceability (Brady, 2004).

Forcing marketing managers to use a scientific approach is definitely a major challenge. This is due to the
complexity of the business environment. Some metrics are too complex and difficult to quantify. On the
contrary, some are highly specialized and can be used only in specific conditions. Next, many metrics use
data that are not exact, are incomplete or unavailable. Under such conditions, none of the metrics can be
considered as perfect. It is therefore necessary for marketers to work with a portfolio of multiple metrics
and look at results from several points of view. It is important to find the links between marketing activities,
marketing metrics and business performance (Abela, 2007).

3.1 Marketing metrics categories (chapters 3.1, 3.2, 3.3, 3.4, 3.5 and 3.6 composed
in accordance with Farris et al., 2010)

Marketing metrics represent a complex system of indicators and there is a multitude of them. Farris, Bendle
and Pfeifer (2010) created a complex system of marketing metrics, and divided them into groups according
to the area they are related, as shown in the following table.

145



Tab. 1 — Marketing metrics distribution according to analyzed area. Source: Farris, 2010

Analyzed area Activities of research

Market customers perception, market share, measure of
competitiveness

Profits and margins total revenues, structure of corporate costs, rentability

Product & Product portfolio product strategy, brand awareness,

Customers customers lifitime value, aquisition costs,

Sales & Distribution sales organization, distribution network, logistics

Pricing strategy price sensitivity, price optimization

Promotion discounts, rabats, customers benefits

Advertising advertising efficiency, reach, advertising impressions,
marketing campaigns evaluation

Marketing & finance financial indicators, ROS, ROI, EVA, ROMI (rentability

on marketing investments)

3.2 Characteristics of selected web metrics

Marketing communication has big impact on corporate financial results. Extremely important part of
marketing strategy is also the quality of corporate website, especially for companies those businesses are
closely related with their websites (for example e-shops). It is very important for marketers to know, how
efficiently its website operates and how customers perceive this website. That is why company should focus
on measuring so-called web traffic of company and analysing all available data.

The Internet provides much better availaibility of data about advertising and campaigns. Based on that,
metrics measuring Internet advertising are likely to use data that are more easily obtainable than data from
conventional channels.

It may prove difficult to assess the effectiveness of some marketing activities since it is difficult to capture
the impact of marketing decisions and advertising campaigns on business revenue. But metrics, if
interpretated correctly, may lead to increased efficiency of allocated financial resources. The Internet gives
opportunities to get more information about customers — how they move through the system and how they
behave in different stages of purchase process.

For companies using a combination of online and offline marketing campaigns, it will be more difficult to
distinguish the cause and effect relationships between advertising and sales from both online and offline
sources.

3.3 Impressions, Pageviews, Hits

Impressions represent the number of opportunities to see an advertisement. This metric is then called
advertising impressions but also opportunities to see (OTS). It is the number of times the ad was viewed by
potential customers. The impression arises every time an advert has been seen — we calculate total number
of impressions by multiplying the reach (number of people in audience who saw an advert, may be
expressed as a number or also percentually) and frequency (number of views of one person). This metric is
relevant not only for online campaigns but also for classic advertisements.

Impressions = Reach * Frequency
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Other important term is pageviews. Marketers monitor pageviews in order to be able to quantify the traffic
a website generates. Finally, pageviews is the number of times a specific web page is accesed by users.

A count of the number of files served to visitors on the website is called hits. Because web page usually
contains multitude of files, number of hits depends on number of page visits and also on number of files on
each page. The number of hits may be calculated according following formula:

Hits = Pageviews * Files on the Page.
Pageviews can be easily calculated by dividing total hits by the numbers of files on the web page:
Pageviews = Hits / Files on the Page.

All of above mentioned metrics quantify advertisement impressions (opportunities to see), but they do not
take into consideration the number of ads actually seen or quality of these impressions. Impressions,
pageviews and also hits do not account for following aspects:

whether the message of advertisement appeared to a relevant and defined audience,
whether the people to whom the pages were shown actually looked at them,

whether those who actually looked at the pages had any recall of content, or advertising messages they
contained at the end of the campaign.

Although using the term impression, we have to take in account that this metric does not tell anything about
the quality of advertisement and its impact on potential customers. Marketers are never sure what effect
impressions and also pageviews have on users. Pageviews results are very often made up of data that include
duplicate showings to the same user. Based on this, opportunities to see may be delivered to the same viewer
not only once, but on multiple occasions.

3.4 Gross rating points of campaign

Gross rating points (GRP) represent a metric that can be efficiently used both in online and also offline
marketing campaigns. Gross rating points of advertisement is another metric which calculation is based on
reach. In this case reach will be used as a percentage. Rating points are calculated as number of individuals
reached by campaign divided by total number of people in defined population. Result of this calculation
represents rating points of advertisement. The rating points of all ads may be summed, thus yielding the
aggregate reach of the campaign known as gross rating points, as shown in following example.

A company created and placed 10 advertising insertions while estimating 5 people as a population.
Following table outlines the way of calculation of gross rating points of marketing campaign. In this table,
“1“ represents an opportunity to see, “0“ means that impression was not delivered to the individual.
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Tab. 2 — Gross Rating Points calculation of marketing campaign. Source: Farris, 2010
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Advertisement 1 generated impressions among three people from five members of population. Rating points
of this ad is thus 3/5 * 100% = 60%. Similarly, rating points of advertisement 6 is 2/5 * 100% = 40%.
Finally, we may sum up rating points of each advertisement to get GRP for the campaign. Other way for
defining GRP of the campaign is a using of following relation:

Gross rating points = Total number of impressions / Population * 100%

Total number of impressions of this campaign equals 22 and population has 5 members. In this case,
calculation of GRP of marketing campaign is 22/5 * 100% = 440.

35 Clickthrough rates

Nowadays, most of internet companies use metrics based on clickthroughs. Clickthrough rate is the
percentage of impressions which lead users to click on the advertisement link. Even though this metric
provides useful information for marketers, it is not the crucial one since it does not inform if a user actually
buys a product.

Clickthrough rate (%) = Clickthroughs/Impressions

Clickthroughs help marketers to capture response of customers to websites. Clickthrough rate measures the
number of users who initiated action related to an advertisement that redirected them to another page where
they may buy an item or get additional information about products or services.
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Figure 1 — Clickthrough process. Source: Farris, 2010

Example: A corporate website serves up completely 500 000 impressions. There were totally 5 000 clicks
on this website. Calculation of clickthrough rate will be as follows: 5 000/500 000 = 1%. Clickthrough rate
from this example equals 1%.

Clicks are the number of times there was an interaction with advertisement. It is not the number of
customers who clicked on this advertisement. An individual visitor of website may click on an
advertisement more than once. Not all websites are able to control the number of times an advertisement
was shown to the same customer. This means that most websites can count only the number of times the
advertisement was clicked, not the number of individual visitors who clicked an the ad.

3.6 Cost per Impression, Cost per Click, Cost per Order

Cost per impression, cost per click as well as cost per order are measuring the cost efficiency of Internet
based campaings. Each of these metrics has some benefits, but it depends on perspective with which they
are used. Cost per impression is calculated according a following relation:

Cost per impression = Costs of advertising / Number of Impressions

Cost per impression is a cost to offer potential customers one impression, or opportunity to see an
advertisement. Cost per click represent how much funds company spent to get a click on the advertisement.
This means that cost per click is more important and also more accurate indicator about efficiency of
marketing campaign, because clicks enable measuring attention and interest of users. If the priority of
campaign is to get as many clicks as possible, then cost per click will be preferred metric. Cost per click
can be defined with the help of following formula:

Cost per Click = Costs od advertising / Number of Clicks

Cost per order express show expensive for company it was to acquire an order. If the main goal of
advertisement is to maximize sales, then this will be the metric preferred by company.

Calculation of cost per order is following:

149



Cost per Order = Cost of advertising / Total Orders Generated
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Figure 2 — Process of acquiring an order. Source: Farris, 2010

Example: Company sells its products on their Internet website. This company spent totally 48 000 € on
online advertising. This online campaign generated 2,4 million impressions and that helped to generate
40 000 clickthroughs. From total number of clickthroughs, 10% resulted in a purchase of product.

Cost per impression =48 000 € / 1 200 000 = 0,02 €

Company had to spend 2 cents to generate one opportunity to see — or in other words one impression.
Cost per click = 48 000 € /40 000 = 1,20 €

For generating one click on advertisement, company spent 1,20 €.

Cost per Order =48 000 € / (40 000*10%) = 12,00 €

At first, total number of orders needs to be calculated. As 10% of clickthroughs resulted in purchase, it
means the number of orders (or purchases) is 40 000*10% = 4 000. Thus, cost per order (or cost per
purchase) for company equals 12 €.

4 SUMMARY

The issue of marketing metrics still represents largely unexplored area. This paper informs the reader about
options how to measure advertising efficiency or marketing communication performance for certain types
of advertising. A detailed analysis of all known marketing metrics is beyond the scope of this work, but this
brief introduction to this topic should encourage marketers to increase their interest in exploring the
effectiveness of marketing activities. Proper evaluation of calculations related to efficiency of campaigns
can save a lot of company‘s funds, and may also help to allocate corporate finances even better.
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COMPARISON OF THE SMART CITIES IN THE CZECH REPUBLIC AND
FOREIGN COUNTRIES

Iva Honzkovd
Abstract

Cities play a major role in the social and economic aspects of our lives and have a huge impact on the
environment. Over the last 35 years there has been a worldwide increase in population by about 60 % and
more and research shows that this trend will continue. More and more people are therefore moving to urban
settlements mainly due to offer the jobs. SMART city is trying to find a concept that ensures sustainable
model of development, quality of life, public safety and energy efficiency. This article focuses mainly on
comparison of the smart cities in the Czech Republic and foreign countries deploying clever parking, traffic
optimization, and systems that are beneficial for maintaining the transport infrastructure to the satisfaction
of all residents. Using comparative analysis is processed compared the concept of SMART cities in the
Czech Republic and abroad in order to obtain an objective comparison creation, approval and
implementation of the strategy on a sample of selected countries to create a design concept of SMART city
in the Czech Republic. Compare analysis shows that the feature of SMART cities in the Czech Republic is
strongly connected with the government. It was proved that the mobility ranking is really important for the
concept of SMART cities in future. In comparison with the other European countries, is the Czech Republic
in the implementation of SMART cities rookie.

Keywords: SMART city, transport, mobility, public transport, urban mobility, Czech Republic

1 INTRODUCTION

Since 2008, over the half of the world's population live in cities. UN predicts that the trend of population
will grow to 70 % by 2050. The SMART cities are necessity if the human civilization want to effectively
respond to the critical challenges. Cities are increasingly forced to work better, but at a lower cost, compete
in a globally networked economy and ensuring the environment of their citizens by truly sustainable way.
In short, these cities must be intelligent. (Townsend, 2014) SMART City is a tool for change of thinking
that builds on the concepts of economic sharing. Economy sharing is a concept of social change 21st century
man who does not need to own things daily consumption is due to the existing range of different
communication tools able to use common products. This concept includes schemes in the field of transport.
For example, sharing vehicles, bicycles, public transport in the area of energy, such as the concepts of
shared production of electricity from public space, such as sharing investments and activities in joint
projects in the field of social. For example, sharing living space, catering etc. (Townsend, 2014)

Modern and SMART cities are becoming an important topic not only on European soil. Centralization of
population in large cities and growing agglomeration of European capitals actually causes the problems,
which are hundreds of years ago, when this city was created, not count. There are no traffic jams in SMART
cities and the people are happier because they know what is happening around them and will happen
because they breathe fresher air and also because the life in a city is safe. Such a condition leads a relatively
long road that is paved with billions in investments and especially generational change in the mindset of
local politicians and citizens themselves.

SMART cities can be identified along six main axes of dimensions: a SMART economy, a SMART
environment, SMART mobility, SMART people, SMART living, and SMART governance. (SMART City,
2016) There are views on the concept of a SMART city as diverse as the authors’ fields of expertise. Tranos
and Gertner (2012) portrayed a SMART city as a combination of sensor networks. Shapiro (2006) referred
to a SMART city as an improvement of social operation quality. The core infrastructure elements in a
SMART city would include: 1. adequate water supply; 2. assured electricity supply; 3. sanitation, including
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solid waste management; 4. efficient urban mobility and public transport; 5. affordable housing, especially
for the poor; 6. robust IT connectivity and digitalization; 7. good governance, especially e-Governance and
citizen participation; 8. sustainable environment; 9. safety and security of citizens, particularly women,
children and the elderly; 10. health and education (Scmagazine.cz, 2016)

The important part of the concept of SMART cities is the efficient urban mobility and public transport.
Intelligent traffic management is necessary to be available 24 hours a day, 7 days a week, current
information on utilization of individual roads, which can be obtained, for example, from sensors embedded
in the roadway. Based on these data can then at the involvement of relevant IT tools to predict the future
burden on key roads in the city and thus dynamically route traffic. Mobility, as a concept, is more usually
applied not to industries but to specific people or groups whose ability to move is restricted. The restriction
may be owing to people’s personal characteristics — they may be physically or financially disabled or
perhaps, just uninformed. There may be barriers due to the nature of the transport system — steps or poor
service levels. This suggest an interaction between mobility and accessibility: poor accessibility together
with restricted mobility may trap some people but liberate others. (Hutton, 2013)
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Figure 1 - SMART CITY concept (SMARTcities.gov.in, 2016)

foreign countries deploying clever parking, traffic optimization, and systems that are beneficial for
maintaining the transport infrastructure to the satisfaction of all residents. The structure is following: firstly,
it is described the theoretical basis, then the method whose primary objective is to compare smart cities in
European cities to Prague. According to the comparative method are selected indices that indicate readiness
of the concept of smart cities. The analysis is evaluated according to the index standardization and all values
are compared. The table compares all indexes related to smart cities and evaluation is also described in
conclusion. At the end of the paper is Prague compared in the following table with other European cities
and also suggested the possibility of greater involvement in the concept of smart cities following the
example of other European cities.
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2 FACTORS AFFECTING THE MOBILITY OF THE FUTURE -
THEORETICAL FINDINGS

Transport is the fastest growing fields of human activity and its growing importance in the daily life of the
population is also an issue intensively perceived by the general public. (Marada, 2010) Predict traffic
development in the new millennium is an activity requiring a great deal of balance and imagination due to
the amount, scope and diverse nature of the intervening factors. Even many so-called short-range forecasts
regarding traffic even individual parts often proved inaccurate. Development of individual motorization has
been underestimated many times, while the shift of traffic from trucks to rail or the number of rail
passengers has been overestimated. Incorrect forecasts in transportation planning and policy JMI supported
the strike action were often untrue because of limited imagination of their creator’s speech just wish as the
actual state or escape from certain, currently hard resolvable problem. (Schmeidler, 2010) Frequent subject
of research are also urgent problems of urban transport, especially the automobile competition of individual
transport and public transport and traffic congestion. (Arentze, Timmermans, 2007)

There is an endemic link between accessibility, transport costs and commercial success, a link which is
subtler and explicit in modern times but which has always been in the background. Relative accessibility
works at a local scale: production needs working people. Until just over a century ago, working people had
to live within a maximum of five kilometers or so walking distance of where they worked. As production
became more specialized, larger groups were organized. (Hutton, 2013)

The accessibility concept is also connected with optimization in transport. Transportation can be divided
according to several point of view, the basic breakdown by object of transport — passenger transport, freight
transport and transmission of information. The basis means, which can be used include: rail, road, air
transport, ship, pipelines. (Straka, Malindzak in Weiszer, 2015) Optimization methods are successfully used
in each of these areas, some examples of optimization problems include:

in rail transport, optimization is applied in the design of lines, timetables, circulation of railway vehicles,
assignment of trains to platforms at stations, scheduling of trains crews, planning of freight trains (Weiszer,
2015)

in road transport, these are the dynamic models of freight management, finding the optimal path of vehicles,
vehicle scheduling, planning of transport on demand, determining the optimal frequency of deliveries, or a
variety of tasks in public transport

air transport applies optimization in ATC, for restoring schedules after the incident and creating robust
schedules

in water transport, optimization tasks involve the design of shipping lines, temporal and spatial planning,
loading ships

in multimodal transport, these are fleer management, terminal management, or scheduling of trucks in the
container terminal (Weiszer, 2015)

It is clear that our future is at relatively rapidly evolving technological advances and the amount of
knowledge is still worse predictable. Diversity of technological systems in the next thirty years cannot be
estimated. Future itself cannot always be predicted in scientific sense. They can also be presented different
scenarios for the future. We anticipate the various aspects of the future development under otherwise
identical conditions, but they are unlikely when radical change. (Schmeidler, 2010) Mobility is inevitable
spare parts of contemporary life. As the economy and leisure. Note its negative impacts of our lives. More
and more transport vehicles clogging city streets. Scientists already some time ago revealed the relationship
between economic growth and the country's need for mobility. Simply put, raising living standards and
rising transport. (Schmeidler, 2010) With the live standards is connected the transport planning. The aim
of transport planning is a concrete expression of the public interest in public transport.
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Transportation planning also helps to ensure the interdependence of the various transport services. (MojZis,
2008) Some authors predict future developments in the field of transport and many are betting on the
creation of the integrated transport systems. Linking multiple carriers, whether bus or rail transport into one
integrated system is the main task of the integrated transport system. The main objective is to ensure
efficient and economical operation of a particular area in terms of economic and non-economic needs of
people and organizations. (Hajek, 2005) All over the world, from Zurich to Barcelona, to Bogota, to
Pyongyang, to Columbus, to Ohio, mayors and city planner are building in a new way — or, more accurately,
in an old, time-wasted way. They are creating environments that are dense and connected, affordable and
desirable, appealing both to SMART employers and the employees they want to recruit. They are building
roads and rails for a SMART future. (Schwartz, 2015)

SMART city projects are big investments that are supposed to drive social transformation. Decisions made
early in the process determine what exactly will change. But most research and planning regarding SMART
cities is driven by the technology, rather than the needs of the citizens. Little attention is given to the social,
policy and organizational changes that will be required to ensure SMART cities are not just technologically
savvy but intelligently adaptive to their residents’ needs. Design will make the difference between SMART
city projects offering great promise or actually reinforcing or even widening the existing gaps in unequal
ways their cities serve residents.

This paper refers to the predictions of using the SMART cities in the Czech Republic, deploying clever
parking, traffic optimization, and systems that are beneficial for maintaining the transport infrastructure to
the satisfaction of all residents. To summarize, this article argues theoretically and show empirically that
the implementation of SMART cities is a useful and essential for cities in the Czech Republic. The next
section presents a theory and hypotheses and is followed by sections describing examples in other cities
where is the concept of SMART cities more widespread. These sections conclude with detailed description
of methods and results. This paper concludes with a discussion of findings and the implications of examples
for future research of SMART cities in the Czech Republic.

3 METHODS USED IN THIS PAPER

This paper elaborates the strategy of the concept of SMART cities abroad in comparison with the Czech
Republic. Using comparative analysis is processed compared the concept of SMART cities in the Czech
Republic and abroad in order to obtain an objective comparison creation, approval and implementation of
the strategy on a sample of selected countries to create a design concept of SMART city in the Czech
Republic. A detailed review of existing key indexes provided either by different electronically sources
identify solutions of using SMART cities. Comparative analysis provides competitive edge by identifying
opportunities, gaps in other indexes, and potential design patterns to adopt or avoid.

Comparative analysis based on facts and theoretical findings includes mainly:

The current state of preparation of the concept of SMART cities in the Czech Republic.
The examples of using SMART CITIES focuses to transport in the world.

Comparative analysis based on index of standardization:

Comparative analysis of foreign approaches to drafting the SMART city, identification of good practices
arising from foreign approaches and compared the current state of SMART city strategy focuses mainly on
transport in the Czech Republic and abroad, and good practice.

Forecasting of possible development of the concept of SMART city with focuses mainly on transport by
foreign examples.

To evaluate the correct development of SMART cities in the world and compare this concept with the use
of the Czech Republic SMART cities have been chosen five European cities, among which were analyzed
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also Prague as a capital of the Czech Republic. Cities were tested according to a predetermined key. The
data were divided into several groups. The economic factor of cities was characterized by GDP of each city.
Ecological factor by Green City Index, a factor of urbanism by Innovation Index, data management and
protection of websites in cities by Overall E-governance Index and mobility in cities were judged by several
interrelated factors. It analyzed data like the number of cars per 1 000 inhabitants, fare prices, the number
of cycle lines and the number of stations for bike sharing. Cities were compared and ranked according to
the results of individual factors and then put into a single table reflecting their position in the concept of
SMART cities.

For a correct assessment of the individual cities and their maturity in respect of SMART cities concept is
necessary to establish the index of standardization. To compare the different indicators, it is necessary to
standardize the values. One method to standardize is by z-transformation. This method transforms all
indicator values into standardized values with an average 0 and a standard deviation 1. This method has the
advantages to consider the heterogeneity within groups and maintain its metric information. To receive
results on the level of factors, characteristics and the final result for each city it is necessary to aggregate
the values on the indicator level.

4 SMART CITIES IN THE CZECH REPUBLIC WITH FOCUS ON
TRANSPORT

Concerning to research in the Czech Republic, 66 % of people believe that while the trend is in the Czech
Republic or in the world of sustainable and 53 % of young people aged 18-34 believe that it could do more
for a sustainable future.

The examples of a good public transport strategy and its application can be seen in large European cities
such as Munich, Vienna, Copenhagen, and also cities of a medium size such as Graz, Bern, but also Czech
regional cities like Pardubice or Jihlava. The index of a good mobility is also using of electric buses. The
city Krnov has three new buses, including one electric bus. All cars of Krnov urban public transport have
low floor and also offer paying by bank cards. New system for paying by bank cards in public transport has
also in Ostrava. Thanks to the new system tourists do not have to hunt down in Ostrava tickets, but only
attached to the terminal in the vehicle contactless payment card. A sale of electronic tickets purchased thus
sharply increasing. We talked about the electric public transport but the city hall in Trebic tested electric
bikes. If the test proves successful, it creates a network of stations around the city, where every citizen or
visitor can rent an electric bike for free. In the Czech Republic is also carried out many surveys of urban
mobility. In Prerov held the first-ever survey of intensity cycling. It pointed in particular the need to
refurbish and complete the main routes in the city. Zlin again preparing a new Master Plan of Transport,
which is to relieve the city from cars and traffic jams.

One of the biggest weaknesses of modern cities is isolation of the population. The symbol for it may be a
car standing in the morning traffic jam, inside which there is a one-man crew of lone drivers. People in
cities trying to cut out a piece of their own peace, but the result of their effort is paradoxically stressful. For
real relaxation because eventually they flee out of the city. SMART city vision is to change this. Thanks to
mobile applications to gain residents the possibility of recommending a specific food in restaurants, to
negotiate the sharing of cars, bicycles or need the tools. SMART technology in the streets, saving time and
money at home again.

Current traffic management is confined to a restricted scope due to several limitations. Drivers choose their
own driving routes, for instance, based on their personal knowledge and experience, which often results in
traffic congestion and inefficient usage of certain urban road resources. With instant traffic flow
information, street conditions, temperature, and traffic accidents recorded by sensors, a SMART city can
achieve real-time communication among people, vehicles, street conditions, and the environment for the
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purpose of route choice. It can also provide dynamic and optimized transportation plans and driving routes
through cloud computing.

5 SMART CITY PRAGUE

From 1990 to 2000, car ownership in Prague almost doubled from 276 to 525 per 1,000 inhabitants while
vehicle km of car use rose from 7.7 million to 16.6 million on an average weekday. Simultaneously, public
transport use fell from 1,319 to 1,033 million passenger trips per year, leading to serious road congestion,
illegal parking of cars, rising traffic injuries, and worsening noise and air pollution. Consequently, the City
of Prague undertook a range of policy measures such as parking management with preference for
neighborhood residents, while increasing parking prices and limiting parking time.

In addition, Prague expanded its pedestrian zone in the city center and restricted many streets to local traffic.
Improvements in public transport focused on expanding and modernizing the metro, tram and bus systems,
and integrating fares, ticketing, routes and coordination among 17 different public transport operators
throughout Greater Prague. From 1990 to 2014, Prague’s metro grew from 39 to 59 kilometers and the tram
network from 130 to 143 km. The bus service network was expanded with suburban routes growing from
607 to 2,258 route km. For all types of public transport combined, both in Prague and its suburbs, the
network services rose from 153 million in 2010 to 208 million km in 2014. The outcome has been a public
transport ridership growth from 1,033 million trips in 2000 to 1,297 million in 2014. Prague has also
succeeded in improving traffic safety, reducing traffic fatalities from 94 in 1990 to 20 in 2014 while serious
traffic injuries fell from 369 to 206. In cooperation with the EU, Prague has undertaken two major projects
to reduce congestion and improve safety. As part of the EU’s Cohesion Policy, Prague received EUR 20
million in funding to improve its road traffic management system, mainly through the establishment of a
centralized traffic control center which provides information on congestion and accidents both to traffic
controllers and drivers. The same programme provided Prague with EUR 18 million to improve road safety
through advanced information technology.

6 STANDARDIZED INDEX AND ITS DETERMINATION

Indexes were selected from various electronic sources that determine the value of the concept of SMART
cities in the different cities. This data was taken from several different studies. Whether the research on the
economic advancement of pages taken from Eurostat or the Mobility index, which was calculated according
to several aspects such as the average of these values. All these indexes being assigned an index value
according to the standardization index and the resulting values were compared and evaluated by importance.
In the end, all indexes were summed and the city with the lowest value was considered as the city with the
best mastered the concept of SMART CITY.

Cities in Europe ranking by the Innovation Index. The Innovation Index aims to capture the multi-
dimensional facets of innovation and provide the tools that can assist in tailoring policies to promote long-
term output growth, improved productivity, and job growth. Innovation Index determines the level of
urbanization in different cities.
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Rank City Innovation index
5(Prague 48
1|{London 57
3|Copenhagen 54
2| Amsterdam 55
4|Brussels 50

Table 1 - Innovation Index of European cities, author’s construction according to (Innovation-cities.com, 2015)

Cities in Europe ranking by the Green city index. The Green City Index methodology was developed by
the Economist Intelligence Unit (EIU) in cooperation with Siemens. Cities were selected for their size and
importance (mainly capital cities and large population or business centres). They were picked
independently, rather than relying on requests from city governments to be included or excluded, in order
to enhance each Index’s credibility and comparability. The Green City Index series measures cities on
approximately 30 indicators across eight to nine categories depending on the region. It covers CO2
emissions, energy, buildings, land use, transport, water and sanitation, waste management, air quality and
environmental governance. About half of the indicators in each Index are quantitative — usually data from
official public sources, for example, CO2 emissions per capita, water consumption per capita, recycling
rates and air pollutant concentrations. (Siemens, 2012)

Cities in Europe ranking by the Overall E-Governance Ranking. To examine how local populations,
perceive their governments online, the study evaluated the official websites of each of these largest cities
in their native languages. The websites were evaluated between

August of 2015 and February of 2016.

Rank City Green City index
5(Prague 49,78
4|London 71,56
1|Copenhagen 87,31
2|Amsterdam 83,03
3|Brussels 78,01

Table 2 — Green City Index of European cities, author’s construction according to (Siemens.com, 2012)

Rank City Overall E-Governance Rankings
5(Prague 66,48
3|London 52,54
2| Copenhagen 48,31
4|Amsterdam 54,36
1|Brussels 36,19

Table 3 — Overall E-Governance Ranking of European cities, author’s construction according to
(Spaa.newark.rutgers.edu, 2015)

Cities in Europe ranking by GDP. GDP is an indicator that determines the economic advancement of
European cities and their success in the concept of SMART CITIES.
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Rank City Number of registereq cars per 1,000
population
5(Prague 541
3|(London 294
1[Copenhagen 177
2 |Amsterdam 557
4|Brussels 451

Table 4 — Number of registered cars per 1000 inhabitants, author’s construction according to ( European towns and cities, 2011)

Rank City GDP ($BN) 2014
5(Prague 89.2
1|London 835.7
4|Copenhagen 127.0
2| Amsterdam 320.6
3|Brussels 254.3

Table 5 - GDP of European cities, author's construction according to (Eurostat, 2014)

Mobility Index

To determine the mobility index is necessary to link several factors that affect it. Fares in individual cities,
the number of stations for bike sharing, modal split in cities and number of car per 1 000 inhabitants or
number of cycle lines.

Cities in Europe ranking by number of registered cars per 1 000 inhabitants.

Cities in Europe ranking by fares.

Rank City Price of travel-metro or bus ride (EUR)
1]|Prague 1,19
3|London 2,78
5|Copenhagen 3,24
4| Amsterdam 2,83
2|Brussels 2,02

Table 4 - Price of travel, author’s construction according to (Price of travel, 2016)

Cities in Europe ranking by number of stations of Bike Sharing.
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Rank City Bike sharing (number of stations)
4|Prague 6
1|London 772
3|Copenhagen 90
5]|Amsterdam 4
2|Brussels 346

Table 5 — Number of stations of bike sharing, author’s construction according to (Bikesharingmap.com, 2016)

Number of cycle lines in European cities.

The final value of Mobility Index includes fares in individual cities, the number of stations for bike sharing,
modal split in cities and number of car per 1 000 inhabitants and number of cycle lines.

Number of
registered
City Bike sharing | Cyclelines Fares cars per MOBILITY
1,000

population
Prague 4 5 1 5 3,75
London 1 1 3 3 2
Copenhagen 3 3 5 1 3
Amsterdam 5 2 4 2 3,25
Brussels 2 4 2 4 3

Table 6 — Value of Mobility Index, author’s construction

The final table was compiled as the sum of the individual indices that aim to evaluate the result of the
success of the concept of SMART cities in various European cities. Total ranking is compiled from the
lowest values of all indexes. The town with the lowest value for all indexes is also the city with the best
mastered the concept of SMART cities.

City Economy | Ecology | Mobility | Urbanism | E-Governance | TOTAL | TOTAL RANKING
Prague 5 5 35 5 5/ 235 5
London 1 4 15 1 3| 105 1
Copenhagen 4 1 2 3 2 12 2
Amsterdam 2 2 2,25 2 4| 12,25 3
Brussels 3 3 2 4 1 13 4

Table 7 — Total ranking of selected European cities, author’s construction
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7 CONCLUSION

For the correct determination of concept development of SMART cities in the Czech Republic it is
important to know the concepts of other European cities and compare them with the current development
in the Czech Republic. Prague has stood at many factors with high scores, for example, is among the cities
with the cheapest fare. Unfortunately, in other factors should our capital city has a lot to learn from the
comparison of European capitals. Due to the fact, that almost 80% of the EU citizens live in cities, is the
development of SMART cities essential. In general, to lower the negative impacts from city transport on
the life of people, it is possible to make some modifications regarding current motor vehicles modes. This
means to have more preferences in sustainable transport, i.e. walking, bicycles, using public transport,
making a lower number of journeys with a shorter distance. The examples of a good public transport
strategy and its application can be seen in large European cities such as London, Amsterdam, Copenhagen,
and also cities of a medium size in the Czech Republic like Zlin or Brno. The position of individual transport
is getting stronger but on the other hand the position of public transport is getting weaker. It’s important to
say that Prague has failed in ecological factor which means — air pollution, noise and in general decline of
life quality.

Compare analysis shows that the feature of SMART cities in the Czech Republic is strongly connected with
the government. It was proved that the mobility ranking is really important for the concept of SMART cities
in future. The idea of the future is image consists from sharing vehicles (car-sharing, bike-sharing), personal
data protection, the development of parking systems and systems that help to detect vacant parking spaces,
but it is also full of new cycle lines or cycle motorway that are safe and connect people with interesting
places. London and Amsterdam are demonstration of a good practice of mobility. With more than 7 hundred
kilometers of cycle lines are these cities superpowers in cycling. The Czech Republic, however, is not far
behind and planned security measures and expanding its cycling zones. Innovation Index shows that
Copenhagen and Amsterdam are on aligned position and Brussels and Prague as well. The Czech capital is
thus well on track to catch up with the rest of the world and become one of the superpowers of SMART
cities.

The Czech Republic has a lot to learn. An example of the proper implementation of SMART cities are
European cities. These examples can serve as a prediction of the correct use of the SMART cities in the
Czech Republic. Great example of transport in SMART city Houston, USA is reducing a CO2 emissions
by using train as a transportation subject. Freight railways continue to play an important role in the United
States’ economy, especially for moving imports and exports using containers and for shipment of coal and
oil. Rail’s share of the American freight market is above 40 % - the highest for any rich country. Transport
by train is far more sustainable than transport by cars and truck. While showing the way forward within
freight traffic, passenger traffic still has a huge potential for reducing CO2 emissions in the United States.
(Google Earth, 2017) The shipping is a theme of many conferences all around the world. The harbor in
Hamburg is highly automated with opportunities for the direct transfer of containers from ships to trains. If
the Arctic Ocean melts, permanent routes for container ships can be established connecting Europe and
Asia: This is one of the few positive effects of climate change, as transport distances, CO2 emissions and
transport time at sea will be reduced significantly. (Google Earth, 2017) Close to 100 000 containers are
handled in the port of Singapore every day and the containerships have to wait to be granter entrance and
moorage in the harbor. The container has become a universal standard module, which can be transported
on ships, trains, trucks and planes, and has thus been one of the main prerequisites for the globalization of
production and workplaces. Globalization is an important factor that equals level of knowledge, wages and
availability of resources. If somebody want to minimize CO2 emissions, thinking locally will be
increasingly important. (Digital Globe, 2017)

Another example could be a SMART strategy of Copenhagen, Denmark which is a city famous for it’s
bicycles. By improving conditions for bicycles, limiting parking and introducing a new metro system and
separate bus lanes, the competition has changed. Choosing sustainable modes of transport is now the fastest,
cheapest and most convenient option for most people in the city. More than 30 % of global CO2 emissions
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come from the transport sector, so there is considerable potential in encouraging biking and collective
transport systems. (Google Earth, 2017) On the other hand there is the example of the transport system in
Tokyo, Japan. Japan’s transportation sector stands out for its energy efficiency. It uses less energy per
person compared to all other countries, thanks to a high share of rail transportation. Transportation in Japan
is very expensive in an international comparison, reflecting high tolls and taxes, particularly on automobile
transport. Transit Oriented Development is integrated in the development of the city, with high density real
estate developments and department stores located next to stations. Some 250 high-speed Shinkansen trains
connect major cities and all trains are known for punctuality, making it an attractive alternative to private
use of cars.

Europe is the model for the rest of the world to learn from. Like Copenhagen the cycling rates here are off
the charts. In fact, Amsterdam may be the only city in the world that has more problems with pedestrian
and cycling traffic congestion than vehicle congestion. 67 % of all trips are done by cycling or walking. In
fact, on a daily basis there are 10 000 bikes parked anywhere a space can be found adjacent to the central
train station. Vienna is also testing out a range of electric mobility solutions from expanding their charging
network from 103 to 440 stations by 2015 to testing car sharing and electric bike rentals.
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INSIGHTS AND PRACTICES FROM BRANDING IN DESTINATION
MANAGEMENT

Monika Hyblova

Abstract

The article is focused on the topic of a destination branding. It explains the basic concepts and specifics in
the Czech Republic, then there follow the findings from a previously conducted foreign scientific work
through critical literature review and examples of successful branding from foreign countries. Branding in
practice is shown with two different successful approaches.

The concept of branding in destination management is a relatively new idea, that is gradually tested in
practice in each destination. The importance of marketing and branding has increased with transport
development, but still 10 main destinations are visited by 70 % of the visitors. The tourism is a major source
of income in many countries in the world.

The tourism formed nearly 3 % of GDP and employed 225 000 persons in the Czech Republic in 2014. The
total internal tourism consumption in the Czech Republic amounted to 238 bin. CZK in 2014. The incoming
tourism generated almost 61 % of the consumption (144 bin. CZK). The average daily expenditure of
foreign visitors amounted to 4,880 CZK, while the Czech tourists spent only 1230 CZK. This statistics
shows, how the tourism is important. The Czech Republic is not a typical touring country, but its benefits
from tourism are considerable and the importance of tourism in other countries is even increased with higher
tourist popularity.

Keywords: branding, destination management, tourism

1 INTRODUCTION

The components of branding are used in companies these days as a part of company marketing. The use of
branding in tourism is not very common, it can be found only rarely in the field of destination management.
The methods of branding can still be used successfully in tourism management it could even become a
competitive advantage.

The concept of tourism is very old — the people were travelling since the beginning of their existence.
Ancient tribes were wandering for many reasons, the main ones were food, water, territory and many others.
After satisfying their basic needs for survival, the people began to be more interested in the culture. At that
time the new kind of tourism appeared — the same one we know in present. Now we have the possibilities
to travel around the world in a few hours and discover every part of the world. With this fast progress, the
marketing started to be very important in this growing economic sector.

Destination characteristics in the Czech Republic, is focused on the division of the territory into individual
parts, with the possibility of creating a destination of a region, area or city. This division is based on a
natural and cultural condition and tradition of the destination. The destination management can use the
same principles, that are used by companies and business sector, only with some necessary adjustments for
this specific conditions.

Marketing is very important tool for communication with customers, to address them and keep in touch
with them. An advertising presentation is a main tool for gaining new customers for a lot of companies.
Every destination or area can also use these marketing presentations as their products are individual. It is a
specific sector of economy, because it does not offer a particular product or service, but it offers the whole
destination and its services.
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This article is focused on a knowledge of branding in destination management, clarification of terms and a
description of first use of branding in destination management. A literature review is formulated with
emphasis on using branding in practice of destination management.

2 THEORETICAL BACKGROUND

2.1 Branding

The term "brand" has a very long history and its origin is anglo-saxon, with original meaning — to burn.
First brands were owned by farmers and it was a symbol of quality of their farm animals and for
differentiation from other farmer's animals. Another advantage was, that these animals could not be stolen,
everybody could recognize them. The brand was burned on animal'’s skin, so this meaning is a metaphor for
branding, how we understand it today. Brands are burned into mind of customers. (Cliffton, Simmons,
2003)

Branding is a way, that could change the customer's opinion, it can become part of their life. Brands are not
used only in business sector for each product, but also in non-profit organizations, political parties or zoos,
they all have their own brand. (Keller, 2007, Kotler, 2007)

A brand is not only a logo, it contains expectations of customers, their emotions. It is necessary to build the
brand, give it a value and invest money in it. Nowadays, a successful company brand is seen as an asset - a
property of the company. (Aaker, 2003)

2.2 Branding and marketing

Brand awareness is an important part of brand building and at the same time it is the goal of significant
investments in marketing. This awareness can have two types - passive and active. An active awareness is
a situation, where the target group of the brand can actively think about it when choosing what to buy from
a category of products. In contrast to this, passive awareness is typical for commercial communication when
the target group just identifies the brand. (Healey, 2010, Ptibyl, 2005)

A branding should precede and underlie any marketing effort. It represents the expression of the essential
truth or value of an organization, product, or service. It is a communication of characteristics, values, or
attributes, which show what the brand is and what it is not. The strongest brands use their understanding of
the difference between branding and marketing to build marketing campaigns that work hand in hand with
their brand positioning strategy. A brand is in your mind associated with a product, service, or organization.
The brand is what determines if you will be a loyal customer or not. The marketing persuades people to
buy a specific product, but the brand determines whether the product will have a longterm success. (Brand
Marketing, 2012, The Difference Between Marketing and Branding, 2011, Whats the difference between
marketing and branding, 2017)

2.3 Destination

A destination is specified, according to the World Tourism Organization, as a place with attractions,
facilities associated with them and the tourism services, that the guest chooses for his visit and that the
providers bring to the market. (Destination Management)

In general, a destination is a spot that is an aim for the tourists. There are plenty of tourist services, which
are provided in response to local attractions. (Palatkova, 2006a)

A destination is a regional unit of supply, that is internationally competitive and strategically
managed on the international market. Destinations are trying to meet expectations of their clients
and offer appropriate products. (Palatkova, 2011)
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2.4 Destination management

Destination management is a form of management of certain areas and its task is to increase the
effectiveness of activities related to tourism and its sustainable development. Its goal is to coordinate all
stakeholders in the promotion of their interests, in developing of strategic plans or implementing marketing
activities. Together, they want to create and manage a destination that is competitive in the market. Among
the interest groups we primarily include service providers, local residents, environmentalists, non-profit
organizations, investors, entrepreneurs and public authorities. (Ryglové, Burian, Vaj¢nerova, 2011,
Holesinska 2010)

We can define a destination management also as techniques, tools and measures that can be used for
planning, organization, communication and decision-making in the area. The aim of destination
management is a set of sustainable and competitive tourism products, that share its main characteristics as
a logo, quality, reservation system or pricing policy among all partners. (Zelenka, Paskova, 2012)

2.5 Marketing of tourism destination

This term means the process of harmonizing resources of the destination with the market situation. The
main part of it is the destination analysis, planning, organization, management and strategy control of the
area. All this activity leads to strengthening of its competitive position. From this perspective branding in
tourism does not adhere to the underlying assumption of traditional product and service brand management
that the whole process of creation and management of the brand is controlled by and within an individual
organization. The destination brand is a powerful tool with the ability to create emotional appeal and a
brand image is considered crucial to the marketing success of a tourism destination. (Jakubikova, 2012,
Janeckova, Vastikova, 1999)

For the effectiveness of destination marketing is necessary to take into account also the time and place
limitations of product realization and purchase, high share of emotions and the importance of personal
recommendations. Good image and communication skills of all partners are also essential. It is necessary
to support a communication between supply and demand, as well as among the various stakeholders.
(Palatkova, 2006b)

A Destination Brand is a name, symbol, logo, word mark or other graphic that both identifies and
differentiates the destination; furthermore, it conveys the promise of a memorable travel experience that is
uniquely associated with the destination; it also serves to consolidate and reinforce the recollection of
pleasurable memories of the destination experience. (Blain, 2005)

The definition is composed from two parts, with first part pointing to identification and differentiation of a
brand. The second part is very important, the main part is experience. (Blain, 2005)

A branding in destination management is the brainchild of the past 20 years. The first academic conference
on this topic took place in 1996. At the end of the 20th century began to appear the scientific articles
addressing this issue. The first book on the subject was published in 2002 postulating a bright future for the
branding of destinations. (Pike, 2005)

2.6 Destination management in the Czech Republic

Czech Republic is, according to the organization CzechTourism, divided into 40 destinations, as can be
seen on image 2, instead of tourism regions on image 1. They are all very different in manner of area and
attractions. (CzechTourism)
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Krkonose
a Podkrkonosi

Kralovéhradecko

Vychodni Morava

Jizni Morava

Figure 1 Touristic regions in the Czech Republic (CzechTourism)

1. Praha

2. Stfedni Cechy - zapad
3, Stfedni Cechy - jih

4. Stfedni Cechy - severovychod ~ Polabi
5. Jizni Cechy
6. Sumava

7. Cesky les
8. Pizefisko
9. Zapadoceské lazné

10. Ceské Stfedohofi a Zatecko
11. Krusné hory a Podkrusnohofi
12, Ceské Svycarsko

13 Ceskolipsko

14.Jizerské hory

15.Cesky ra)

16.Krkonode a Podkrkonosi

17 Kladské pomezi

18 Hradecko

19. Orlického hory a Podorlicko
20. Pardubicko

21, Chrudimsko - Hlinecko
22. Kralicky Snéznik

23, Ceskomoravské pomezi
24, \lyso€ina

25. Znojemsko a Podyji

26. Palava a Lednicko-Valticky areal
27, Slovacko

28, Brno a okoli

29. Moravsky kras a okoli

30. Kroméfizsko

31. Zlinsko a Luhacovicko

32, Valassko

33. Beskydy - Valassko

34, Tésinské Slezsko

35, Ostravsko

36. Poodfi ~ Moravské Kravafsko
37. Opavské Slezsko

38, Stfedni Morava

39. Jeseniky - zapad

40. Jeseniky - vychod

Figure 2 Touristic destinations (CzechTourism)

Destination management leading company is focused on the development and proactive sales of major
products, it coordinates and manages the creation of tourism products, as well as pricing policies and active
destination sale. It is very often supported or created by major service providers in the area. The main task
of destination management is to merge legally independent providers of tourism services such as hotels,
guest houses, businesses, infrastructure facilities and other service providers into unions, which can perform
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many tasks. The public authorities can play strong or even dominant role in these societies at the local and
regional level. These authorities have several basic tasks: planning, supply, marketing and representation
of interests. (CzechTourism)

It is estimated that nearly 80 % of the territory of the Czech Republic is suitable for recreational purposes.
The country has a large number of historical, cultural and technical monuments. There is very dense
network of well-marked hiking trails and paths in the Czech Republic. There is also developing a new offer
of tourism products - eg. urban tourism, congress, cycling, cultural tourism, agro-tourism, or even Czech
traditional spa tourism. (CzechTourism)

A lack of organization and management concept is one of the main barriers to the tourism development in
the country. There are implemented only simple cooperation activities focused primarily on promotional
activities. The problem is the underestimation of the importance of this sector for the development of the
Czech Republic. There is not supported a large multiplier effect of tourism, and despite the importance of
tourism to the national economy, it is getting only low political support. Furthermore, there is lack of private
subjects involving in tourism management. Only public-law entities are involved in concept making
processes, the business sector gets involved only marginally. The importance of tourism is not much
appreciated even in regions. The problem is in very low efficiency of cooperation of micro-regions and
voluntary associations of municipalities, already existing micro-regions lack the concept and sufficient
funding for tourism management. The concept of creating micro-regions and DSO is also missing. These
micro-regions and DSO originated rather spontaneously to obtain grant funding. There is also lack of strong
interest and lobbying groups of businessmen in tourism, whose task would be to promote the interests of
its business members. The number of experts is also insufficient as well as the legislative and taxation
system. (CzechTourism)

Low cooperation is not only within the business sector of tourism but also between public and private
spheres. As a key development issue in this sector is considered an immaturity of interest and professional
groups with great influence on the tourism destinations management. (CzechTourism)

3 APPLYING BRANDING IN DESTINATION MANAGEMENT

The first use of branding in destination management was in 1998 in North America. Branding became a
powerful tool and a reputable component of marketing. First examples were Brand Oregon, Branding of
Canada, Brand of Texas, Missouri, New Orleans or Hawaii. (Ekinci, 2003)

At first, the branding in destination management was intended as a support of marketing efforts. Many of
the destination management organizations just created a logo for their better presentation. This could be the
reason, why some destination managers understand branding only as a logo or a catchword. Effective
branding in practice is a process with three-stages. This process outlines image 3. (Ekinci, 2003, Clifton
2003)
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Figure 3 Destination image and destination branding (Yuksel Ekinci)

Surveys and interviews are used to determine, how the current branding of destination looks in practice.
This research has some downsides - the results show, that organizations, that did not reply, do not have any
logo, so they decided not to answer. About 30 % of organizations, that did not reply, had this kind of
attitude. (Ekinci, 2003)

Logos are still the main part of branding in destination management. Organizations use their logo on printed
materials in 98 % of cases, on goods in 73 % of cases and they display the logo also in videos with 68%
share. Logos are usually presented in media, which help to build consistent and distinctive image of the
organization. (Ekinci, 2003, Healey, 2010)

The main reason, why tourism destinations have a logo, is to support the image of its area. Other reason is
to provide a label that describes the destination and differentiates it from other places. Some DMOs have
not involved any local organizations of tourism services (in 35 %) or visitors (in 40 %) in the logo design
process to any extent. A lesser percentage of DMOs have substantially involved local tourism businesses
(in 29%) or visitors (in 26%) in creating a logo design. Logos are in 87 % of cases a work of external
consultants, because they can improve the logo design process due to their expertise. Only 32 % of
destination organizations, which asked external consultants for help, involved tourism businesses or visitors
in the logo design process. A shocking information also was a fact, that nearly 40 % of organizations did
not test their new logo at all before publishing it, just one quarter of them tested it extensively. (Ekinci,
2003, Pike, 2005)

It was also found out, that the process of destination branding begins, when the evaluation of a destination
image includes a strong emotional attachment. A tourist destination may have a name, but not necessarily
a brand name. Branding often presents emotions, that are typical for the destination. It means, that a brand
emphasises the human side of the brand image. In practical terms, a brand personality uses human
personality traits to describe a destination image. For example, Paris or Venice are typical romantic cities,
on the other hand Las Vegas is a symbol for gambling, naughtiness and fun. It was found out, that it is
beneficial to connect a place with human's emotions, it is helpful for the brand. The result of a successful
marketing is, that a brand differentiates itself from other ones, like a human being is different from other
people. (Ekinci, 2003, Pike, 2003, Glinska, 2013)

A successful example of brand building is the case of the ‘100% pure New Zealand’ brand, where the
destination was positioned as an appealing niche player in today’s global tourism industry. (Morgan, 2003)

The process of destination branding can be divided into three parts as shows image 4. At first, the destination
benefits have to be found, then the names and association are determined. The third part is an aesthetic one.
This part provides a satisfaction of customer's aesthetic needs. That can bring a great benefit, but it is very
difficult to obtain it. (Ritchie, 1998)
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Figure 4 Evolving focus of marketing approaches (Ritchie)
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Figure 5 Tangible benefits (Ritchie)

4 DIFFICULTIES OF BRANDING IN DESTINATION MANAGEMENT

The praxis also shows some other specifics of branding of destination management. It is very difficult to
transfer and use some branding in different destinations. Borrowing or adaptation of a brand causes
problems and therefore a caution is necessary when trying to set a branding in this manner. The main
difference between a traditional production and a destination management is that the product in destination
management is usually sold by a group of companies, which have common interests and characteristics. A
destination is very diverse and complex product, which is delivered by many different companies. That
means, a brand of a destination is a collective phenomenon. That is one big problem, because destination
management organizations have to find a collective agreement. It is problematic to find an ideal image. The
process can cause an ambiguity and inefficiency. In this discussion the residents have more idealistic ideas
than the companies. Brand has to capture the essence of the pleasure dimension, not only the functional
dimension. It is affected by symbols and logos. It is hard to make an agreement for many products and
services. Because of this a family of brands is used sometimes. (Ritchie, 1998, Cliton, 2003, Chan, 2016)
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A family of brands can also cause some problems, for example a disparity among the brands, when
one brand is considered the main brand. This situation happens in Orlando, Florida where the
Disney Corporation is dominant and its concept is prominent in all aspects of the destination.
(Ritchie, 1998)

Difficulty of branding in destination management is also related to time. The final product consists
of many small parts and services that can change over time. Sometime there is a time difference
between a moment when a client buys the service and a moment when he consumes the service -
for example a hotel services are usually booked in advance. A cycle of branding is observable in
different seasons of the year. It is different to visit a place in summer or in winter. A political or a
social situation can also change over time. (Ritchie, 1998, Cox, 2014)

5 MEASURES OF EFFECTIVENESS

Based on a previous research, destination managers and other participants want to see, if their brand of
destination provides higher turnover. The research describes five primary roles of a destination brand. These
are identification, differentiation, anticipation, expectation and reassurance. These roles are layered on
themselves. That means, that every ply covers the previous one. The identification represents a degree of
recognition or association. The differentiation is a distinction among destinations, products or services. The
anticipation includes a desire to visit the destination. The expectation describes the nature and importance
of benefits, which a visitor expects and the reassurance is the feeling of a visitor, that everything will go
well during his visit in the destination. (Ritchie, 1998, Marzano, 2009)

Then the visitor has a post-experiente, a recollection. The recollection has two layers - a consolidation and
a reinforcement. A consolidation represents the ability of a brand to unite all parts of memories of the
destination and the reinforcement is a conversion of memories into experience. These layers make a holistic
memory of the experience. The effectiveness of a brand is therefore dependent on how thoroughly it
performs each of those roles. (Ritchie, 1998)

The research and praxis show also some less important roles of branding. A brand works like a coordinating
symbol for a broad range of community development and promotion efforts. It could help to enhance the
status of tourism within a community. A brand can also earn money from selling promotional items with a
brand or a destination name. A brand also helps to reduce the number of thefts of materials or equipment
that belong to the destination. (Ritchie, 1998)

6 EXAMPLE OF BRANDING IN DIFFERENT PARTS OF THE
WORLD

The first examples were Brand Oregon, Branding of Canada, Brand of Texas, Missouri, New Orleans or
Hawaii. The first global branding campaign took place in New Zealand in 1999. The branding in New
Zealand is a very successful example, this destination managed to defeat such a big destination like
Australia. New Zealand is divided into five macro regions, 12 regional councils, 26 regional tourism
organisations and numerous district tourism organisations. That is the reason, why it is important to have
unanimous agreement from local authorities. This big achievement was reached with slogan "100% Pure
New Zealand" and just with minimal costs, minuscule 0.01 per cent of worldwide advertising presence. The
slogan was then modified into a few other mottos, every time with the part "100%". New Zealand gained a
portion of popularity because of the movies based on J.R.R. Tolkiens book "The Lord of the Rings", whose
fantasy world of Middle-earth was filmed in New Zealands nature. (Morgan, 2003)

We can find another example of successful use of branding in Catalonia. This region is very popular, nearly
11 % of its GDP comes from tourism and almost 17 % of the working population is employed in the service
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sector. Their branding strategy is different from the one used in New Zealand. Catalonia has an umbrella
brand for the whole destination and some sub brands for smaller parts of this destination. One of the reason
to have more brands is the fact, that each part can have its own visions and objectives. There are four brands
in the Barcelona province and one individual brand for Barcelona city. The provinces of Tarragona and
Girona have two brands each, while Lleida has three brands. The Pirineus also has a special logo, where
one half of the logo shows a picture of the main Catalonia brand. In fact, the few tourist destinations, that
have defined their brand, describe it with its basic characteristics and attributes. (Datzira-Masip, 2014)

7 OVERVIEW OF DESTINATION MANAGEMENT RESEARCHES

Table 5 Research in destination management

Author Research topic Research Result

CHAN, Chung-Shing a | Difference of the green | Questionnaire, interview | Residents generally

Lawal M. MARAFA resource brand between rated the “green
local residents and potential” elements
visitors more highly then

visitors, results
represent a lack of
recognition of green
resource elements and
their potential to be
transformed into an
important brand element
for Hong Kong

MORGAN, N. J., A. | Destination branding | explore the context and | New Zealand tourism
PRITCHARD a R.|and the role of the | creation of the New | stepped from the

PIGGOTT stakeholders Zealand brand shadows of Australia
with a new branding

DATZIRA-MASIP, Brand in local or top | Analysis of tourism | one side is government
Jordi a Alessio | level information at the top level could
POLUZZI define a methodology to

apply to all the
destinations of the
territory, other side
brand should be
developed at local level,
because in order to be
effective, brand strategy
must be shared by those
who are intending to

implement it
GLINSKA, Ewa a | The differences between | Questionnaire (the | The representatives of
Magdalena FLOREK the set of city attributes | respondents are | the municipal self-
used in the process of | municipal office | governments declare
building the desired | managers), factor | that they base branding
image of the city analysis strategies on the

attributes of cities,
marketing policy
implemented by the
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municipal self-
governments clearly
separates the municipal
sphere of the city

8 CONCLUSION

The travelling itself is a very old theme, but branding in destination management is quite a new topic. A
branding was used for the first time in the United States. There is an effort to find out a measurement of
branding effectivity and prove the influence of branding for a destination. The main problem of destination
branding is the inapplicability of the same theme in different locations around the world. A brand has to
show a specification of a particular destination, present its history, traditions, events, services and
everything, what the visitor can see, when he decides to visit the place.

A branding in destination management could be a competitive advantage. Researches show that 10 main
world tourism destinations attract 70 % of travellers. That is one of the reasons, why public and private
sectors should cooperate. An article represents two totally different ways of branding. The first one is
represented by an example of New Zealand. New Zealand branding was founded on a slogan "100% Pure
New Zealand". This slogan has some auxiliary slogans, but they are all based on the "100 %" theme. The
branding in New Zealand was successful, but they did not measure its effectiveness. The movies "The Lord
of the Rings" had also a considerable influence on the popularity of New Zealand, because they were highly
popular and they showed an unspoilt beauty of New Zealand's landscape. An another way of branding was
used in Catalonia. The main brand was complemented by a sub brand for each smaller destination. This
could help to show a specific feature of every destination. This style is better for the presentation of each
destination independently, but like a unit Catalonia looks a little bit disorganized. It is typical for Spain,
which is united state with a very complicated division. This is the reason for a different presentation, every
participant has a different opinion and wants to enforce its own interests. Catalonia is with this kind of
branding fairly successful as it is a very popular tourism destination, it is the second most visited area in
Spain last year, behind the Canary Islands on first place. The tourism generates more than 10 % of a gross
domestic product of Spain and it is the second largest economic sector after the automotive industry.
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EVALUATION OF BUSINESS PERFORMANCE IN SLOVAK REPUBLIC
BY ECONOMIC VALUE ADDED

Monika Jancovicova, Kristina Kovacikova
Abstract

To evaluate the economic performance of the company in a simple and fast way is the main wishes of
investors and owners of companies. From their perspective, it is important to find out whether the company
is able to increase its value and to provide a corresponding return on their investment. In the Slovak
Republic prevalent classical approach for assessing the performance of the company is relying on the
observation of the characteristics of traditional financial analysis. Gradually, however, there is a shift
towards the evaluation of business performance through value creation. It is a new value criteria based on
the concept of value management, which emphasizes the maximization of added value for owners. Recently
intensively is enforced the indicator EVA — economic value added. The aim of paper is define economic
value added and point out process of calculation of this indicator and its complications.

Keywords: Economic value added, profit, performance

1 INTRODUCTION

In the most general sense, the notion of performance is used for the definition of the very essence of
existence of the company in the market environment, its success and future survivability (Fabianova, 2002).
In the literature and economic practice the notion of performance is widely used and there are many
definitions of its meaning. These definitions are most often related to output — the result of work.

2 BUSINESS PERFORMANCE

Veber provides a clearer and wider definition of the performance stemming from the technocratic idea. The
performance is a general measure of the efforts of individuals or groups (Veber, 2011). In simple terms, the
performance is seen as an evaluation of the input scarce resources in the final output. The concept of
performance can be imagined as the amount of work done per unit of time or the amount of output produced
in a given time period.

Wagner sees the performance as a characteristic that describes the way the studied entity carries out an
activity, based on the similarity with the reference method of implementing this activity. Performance
encompasses two dimensions — efficiency and effectiveness (Wagner, 2009). Care is taken not to equate
these two concepts. Effectiveness is doing the right things, while efficiency means using the correct way
for the activity. Performance analysis usually takes the form of financial analysis, credibility model of
individual structural units. Hardly any performance analysis respects a dynamic and comprehensive modern
management view of the performance.

Approaches to measuring business performance have undergone a significant development from traditional
performance indicators to the preferred market value of the company. Even informational efficiency of
capital markets has evolved, which is increased by the efficient allocation of capital. The new concept of
financial management is based on value management for owner called Shareholder Value, which is based
on the modified financial indicators that allow to successfully and better identifying processes and activities
that enhance shareholder and company value in the long term (DIuhoSova, 2006).

2.1 Modern approaches to the evaluation of business performance

The current trends are towards to assessing business performance through the creation of value for the
owners. Gradually it is going to reduce the importance of the traditional goal — the profit and it is gradually
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being replaced by new goals, which gives the ratio of the profit to the cost incurred sources. This concept
is called as VValue Based Management and its aim is unify objectives, strategies and methods of management
decisions with the interests of shareholders (SULAK, VACIK, 2003). The basis of this concept is the theory
of value management - shareholder value, which was established in the 80s of the 20th century in the United
States. If the company successfully manages value, it means that there is an efficient use of capacity and
effective investment. The market price of the shares then reflects its intrinsic value and there is no reason
for a potential takeover.

3 ECONOMIC VALUE ADDED (EVA) AS AFINANCIAL INDICATOR

In 1991, the New York consulting firm Stern Stewart & Co developed a fully integrated framework for
financial management and incentive pay. The heart of this framework is economic value added "EVA®".
It is a registered trademark of Stern Stewart company, but in our thesis EVA® is displayed without the ®
symbol, but it continues to be seen as a registered trademark of Stern Stewart & Co (Maiikova, Maiik,
2005).

EVA is a measure of value creation for shareholders. Performance of value for shareholders of a company
is a decisive factor in determining whether an enterprise can succeed or not. It is also an excellent metric
for tracking profitability and using of the company‘s capital. As a result, the indicator EVA was soon
accepted as one of the most useful analytical tools for assessing company’s financial performance. EVA
has been widely adopted by the management to decide on increasing the productivity, where to invest new
capital and which non-performing assets to liquidate (Stewart, 2013).

According to the Eva indicator the main objective of the company is to maximize economic profit, not the
accounting one. The principle of the economic value added is based on economic profit, which is the
difference between revenues and costs, and the costs are considered ordinary expenses and cost of capital.
The cost of capital includes not only the cost of debt but also the cost of equity.

Economic value added means the value added by economic activities of enterprises above the cost of
capital, which is bound in their assets. Economists and the EVA method therefore recognize the
achievement of real profit to the level when it reaches the minimum required rate of return for all investors,
therefore, creditors and equity holders.

EVA talks about how much the company has produced above the minimum requirements of the owners.
Therefore, it helps to determine whether the enterprise earns income only for the survival or even increases
its value.

The concept of economic value added is then used because of the value generated beyond these demands;
a company can invest in its further development and thus in increasing its value (Zikmund, 2011).
3.1 Calculation of the EVA indicator

EVA measures the economic profit, which is formed by the difference between the return on capital and
economic costs, which include not only the accounting costs but also the opportunity costs. This difference
and thus economic profit can be expressed as follows:

EVA = NOPAT — WACC x Capital

where
NOPAT = Net operating profit after taxes
WACC = Weighted average cost of capital (cost of equity and cost of debt),

C = invested capital
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Atfirst sight it is a simple-looking indicator, but problems arise at a closer look at the individual components
of the formula. For correct construction of this indicator, it is necessary to correct identify these
components.

3.2 Quantification of the NOPAT

Net operating profit (NOPAT) is an operating profit after tax, which company generates from main business
activities. In determining the NOPAT, this should be considered:

what profit will be considered as the initial one, while the most appropriate one in our circumstances is
considered the economic profit or loss and the ordinary profit or loss. In order to use the economic profit
or loss and the ordinary profit or loss in quantifying the value of EVA, it is necessary to take into account
only the items that have operating characteristics, which often depends on the subjective opinion of the
analyst (expert),

what tax rate to use — it is recommended to use the effective tax rate, which represents the share of income
tax on gross profit.
3.3 Quantification of the average cost of capital

Determining the amount of the average cost of capital is quite difficult. This is mainly because the average
cost of capital includes not only the cost of debt, but also the cost of equity. In Slovakia, the calculation of
the average cost of capital (WACC) is used in the following structure (Decree no. 492/2004):

PK VK
WACC:(l-DS) . Npk - C_K + Nyg - C_K

TC=D+E
where

DS = income tax rate, which is established under the law on income tax for valuation of companies. The
income tax rate is appointed in decimal form in the calculation,

Npk = costs associated with the use of debt capital as a percentage, that is, interest and other expenses paid
by the lender. The costs are appointed in decimal form in the calculation,

D = the amount of debt capital in euros. It consists of the components of foreign liabilities, which are for
the purpose of calculating the interest rate, long-term bank loans, conventional bank loans, borrowings,
issued bonds, notes, leases, rents payable and other liabilities,

Nvk = cost of equity as a percentage, that is expected and acquired profit share by owner for capital
contribution to enterprise. The cost of equity is appointed in decimal form in the calculation.

E = equity volume in euros.
TC=total capital (the sum total of equity and debt capital).

When quantifying the cost of debt capital, the procedure is simple, as it is based on loan agreements and it
is a weighted arithmetic mean of the interest expense calculated from all loans provided to company.

In calculating the EVA indicator, the problematic variable is the cost of equity capital. This is defined in
decree as expected and acquired profit share by owner. In practice, it is not easy to determine the cost of
equity capital. Literature provides us with several guides, how to quantify the cost of equity capital, but to
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choose the right one depends on the particular enterprise, environment in which it is situated and general
situation. The most used methods include modular models, the capital asset pricing model (CAPM),
dividend discount model and the like (JAKUBEC, KARDOS, KUBICA, 2011).

34 Quantification of net operating assets

Net operating assets are the assets which companies need for their main economic activities. The starting
point for the calculation of net operating assets is the balance sheet, of which:

must be excluding non-operating assets,
must be activating the items not reported in the balance sheet, at market prices,

must be reducing the assets by non-interest bearing debt capital.

Most modern methods of evaluating business performance, including the method of economic value added
tries to bring the entries in the books of their real value. The starting point for the calculation of economic
value added as the accounting model based on data and values from the balance sheet and profit and loss
account. Traditional accounts are unsuitable, because accounting is focused primarily on the needs of
creditors.

The economic value added has been developed in terms of the US and therefore adjustments based on
generally accepted accounting principles in the US (US GAAP). To be useful, it is necessary to know the
basic differences between them and the Slovak accounting regulations.

Stern Stewart & Co. is using a list of modifications which includes more than 160 items. A complete list of
modifications, however, is a trade secret of the company. Treatment generally can be summarized into four
types of conversions:

operational conversion - operating profit and capital must be free of costs and benefits, which do not serve
to achieve and maintain revenues from core business

conversion of financial resources - defining sources of financing used to invest
tax conversion - based on the fact that foreign funding has to be taken into account only the cost of capital

shareholder conversion - in the calculation of net operational assets is calculated with the assets which are
not included in the balance sheet (MARIKOVA, MARIK, 2005).

Required values indicator EVA in practice:

EVA>0 Firstly, it is important that the values of the indicator moved in the positive. If the

EVA is greater than zero means that the company creates value, which is reflected in the
growth of Shareholder Value. Net operating profit after tax cost of capital thus not only covers, but
even exceeds them. The pattern is as follows:

NOPAT > WACC
NOA

EVA=0 In this case, the net operating profit after tax covers full capital requirements in the form
of cost.
EVA<O0 The cost of capital exceeds the profit from operational activities, the costs are not

fully covered by earnings. It destroying enterprise value monster.
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Despite extensive elaboration of issues at a theoretical level, many businesses still does not have the
information whether constitutes value and what their actual cost of capital is. Through calculating EVA can
be not only the management company, but also its owners, work towards finding whether the invested
capital acceptable rate of return, or can stakeholders learn to what extent the company value form or vice
versa, it destroys. Economic value added is used in a number of areas where its calculation requires a
number of adjustments to obtain relevant input data. After reaching concrete results from the calculation of
guantities EVA, it comes the important part management - managing the value of this indicator. If you are
in business actions within the application of value-oriented management done correctly, the company can
deliver a substantial improvement in its performance and a long successful existence in a competitive
environment.

4 CONCLUSION

Performance and competitiveness are nowadays the most important words among companies. They are
indispensable for the survival of the company, if the company is not competitive in the market, it will not
generate sufficient performance to satisfy its shareholders. The companies measured their performance
using traditional performance measures for years. In 1982, a new concept of economic value added was
introduced, which offered a new way to create value for shareholders. It gives shareholders a better way to
measure the real economic performance of the company and to bring a closer alignment of management
and shareholder objectives. It is mainly used as an alternative way in comparison with the traditional
methods of financial analysis. Its quality implies the possibility to remove deficiencies in methods, which
have been used so far for these purposes.
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SOCIO-ECONOMIC DETERMINANTS OF INTERNACIONAL
MIGRATION: EVIDENCE FROM PAKISTAN

Mohsin Javed, Masood Sarwar Awan

Abstract

This research study has examined and explored different socio-economic determinants of migration at the
household level, in tehsil Toba Tek Singh, Pakistan. A household survey has been conducted to gather data
regarding determinants of migration. Results of logit model explored that agricultural land before migration,
business of household head before migration, number of adult females, and friends & relatives in the
destination country are the significant determinants of migration at the household level.

Keywords: International Migration, Remittances, Pakistan

1 INTRODUCTION

In the previous few years, the matter of migration and remittances has become of crucial importance for
Pakistan as a result of the large inflow of remittances and increasing rate of migration. It is an important
tool to increase income, poverty alleviation and development, particularly in developing countries (Alfieri
& Havinga, 2006).

United Nations (2013) indicates that 232 million people in the world live outside their countries of birth,
compared with 175 million in 2000 and 154 million in 1990. The remittances received by developing
countries are three times the size of official development assistance. Figure 1 shows that there is rising trend
of overseas remittances in Pakistan. Pakistan received US$ 5.5 billion in 2006-07 with the remarkably rising
trend in coming years. The inflow of overseas remittances showed recorded increase of 21.8 percent from
$6.4 billion in 2007-08 to $7.8 billion during 2008-09. In 2009-10, Pakistan received $8.9 billion of
remittances. In 2010-11, $11.2 billion remittances have received while in 2011-12, Pakistan ranks 10" in
the world by receiving $13.2 billion. In the financial year 2012-13, Pakistan received $13.92 billion of
international remittances. The Same rising trend of international remittances remained to continue in the
financial year 2013-14 by receiving $15.83 billion. Currently, Pakistan received about $19.9 Billion in the
financial year 2015-16. (State Bank of Pakistan, 2017).
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Figure 1: Rising Trend of Overseas Remittances of Pakistan ($ Billion) (Source: State Bank of Pakistan, 2017)
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The above statistics show that there is rising inflow of remittances with the passage of time. In this regard,
the role of overseas Pakistanis is commendable in terms of remittance inflows as it showed resistance in
deteriorating economic situation after exports and foreign direct investment. Pakistani diaspora is rising in
Saudi Arabia and UAE so impressive growth of remittances inflow has observed from these two countries.
Apart from this, in these countries, Pakistanis are settled with established businesses, successful joint
ventures and number of jobs.

Around 3.5% population of Pakistan (6.3 million out of 180 million) living in different countries of the
world to earn their livelihoods, most of them are residing in the Middle East, Europe, and North America.
Remittance inflows from USA, UK, and GCC countries have made a significant contribution but the
remittances received from Canada, Australia, Switzerland, Japan and other countries were not significant
even less than a $ billion.

Overall, Pakistani expatriates are playing their vital role in the economic development of their resident
country as well as boosting their level of earnings and a big source of foreign exchange earnings for the
country as well as there are substantial benefits at household level to raise family income, to build reserves
for adverse shocks and in providing shield at exorbitant prices.

Keeping in view the significant importance of migration and remittances, the issue of considerable interest
arises regarding the important factors which contribute to the migration decision. The literature showed
work on this issue at the macro level and about determinants at the household level. Many researchers
worked on determinants of migration in different aspects and scenarios. Some earlier studies in this regard
are of Sjaastad (1962), Todaro (1969), Harris & Todaro (1970). Sjaastad (1962) developed a hypothesis
about the reasons of human migration, which was a theoretical study. While treating migration as an
investment, he found that migrants move with a view to maximize net real incomes. Other two theoretical
papers by Todaro (1969) and Harris & Todaro (1970) have based their models on the neoclassical
framework. In addition to Sjaastad’s hypothesis, they include that migration occurs from differences in
rural-urban expected earnings not necessarily wage differentials.

In recent studies, Cattaneo (2006) found that wage, new opportunities, and search of better quality land are
primary pushing factors with the important point that more educated migrants move to enjoy economic
gains and they succeed, on average due to higher return to personal characteristics. Another study about
social and economic determinants is of Garip (2006) in which he modeled migration decision and
remittance behavior jointly and found that common set of social and economic factors influence both
migration and remittances in line with ‘New Economics of Migration’ that villagers send remittances if
they are deprived relative to other households while altruism and social factors are main motives to migrate.
Like Cattaneo (2006), Shehaj (2012) used migration and remittance behavior as interrelated events and
combined under a single framework. The study found that relationship between household income and
migration is insignificant. The age and marital status of the head of household are significant while gender
is not significant. The human capital variables have significant effects that